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Abstract Water, covering approximately 70% of the Earth's surface, is a critical resource for sustaining life. 

Ensuring the safety and accessibility of potable water remains a global concern, as contaminated water poses 

significant health risks due to the presence of infectious agents and toxic substances. Traditional water quality 

assessment techniques are labor-intensive, time-consuming, and cost-inefficient, rendering them unsuitable for 

real-time applications. This project proposes a Water Quality Predictor (WQP) System leveraging machine 

learning techniques—specifically Support Vector Machine (SVM)—for real-time monitoring and classification 

of corporation tank water quality. Key water parameters such as pH, Dissolved Oxygen (DO), turbidity, and 

salinity are utilized to develop an accurate prediction model. The system incorporates cloud computing and 

artificial intelligence (AI) technologies to enhance prediction capabilities, aiming to prevent further degradation 

of water resources and support sustainable water management. The proposed WQP system enables continuous 

monitoring, effective classification, and timely decision-making for municipal water management. 

Keywords: Water Quality Monitoring, Machine Learning, Support Vector Machine (SVM), Real-Time 

Monitoring, Cloud Computing, Artificial Intelligence, pH, Turbidity, Dissolved Oxygen. 

1. INTRODUCTION 

Internet of Things (IoT) refers to an internet network of physical objects and devices that communicate 

with each other. Some of these objects are common items like smartwatches, household devices, cars, and factory 

machinery. IoT allows automation, remote monitoring, and intelligent decision-making based on real-time data. 

IoT is behind technologies such as smart homes, healthcare, farming, and manufacturing. Rural water management 

is a key component of sustainable development and public health. In most rural regions, having access to clean 

and reliable water is a huge problem owing to poor infrastructure, financial constraints, and inadequate planning. 

Borewells, rivers, or storage tanks are common sources of water, which are prone to over-exploitation, 

contamination, or irregular drought- like situations. These directly affect the standard of living, and day-to-day 

activities such as cooking, cleaning, and farming become tiring. Also, the lack of regular maintenance and 

monitoring results in frequent failures in water supply systems, which lead to interruptions and inconvenience to 

the inhabitants To address all these issues, effective water management systems need to be put in place. It is not 

only the right planning and installation of water supply pipes but also regular monitoring and maintenance of 

pipes, valves, water storage tanks, and pumping equipment. Water has to be supplied on an equitable basis so that 

each house gets adequate supply for its requirements. Public education and participation — educating residents 

about water conservation, leak checking, and maintenance can minimize wastage and optimize service delivery. 

Local authorities and NGOs can contribute to financing capacity development and small projects that increase 

access to water as well as improve water quality. 

In order to address all these issues, effective water management systems have to be in place. It is not 

merely effective planning and piping of water supply pipes but regular monitoring and upkeep of pipes, valves, 

water storage tanks, and pumps. Water should be supplied equally so that each house gets a reasonable supply for 

consumption. Public education and community engagement — residents' awareness on water conservation, leak 
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testing, and maintenance can save wastage and enhance delivery. Local authorities and NGOs can support. 

financing capacity development and small-scale projects that increase access to water as well as improve water 

quality. The water on the surface of Earth is found mainly in its oceans (97.25 percent) and polar ice caps and 

glaciers (2.05 percent), with the balance in freshwater lakes, rivers, and groundwater. As Earth’s population grows 

and the demand for fresh water increases, water purification and recycling become increasingly important. 

Interestingly, the purity requirements of water for industrial use often exceed those for human consumption. 

Water pollutants may cause disease or act as poisons. Bacteria and parasites in poorly treated sewage 

may enter drinking water supplies and cause digestive problems such as cholera and diarrhea. Hazardous 

chemicals, pesticides, and herbicides from industries, farms, homes and golf courses can cause acute toxicity and 

immediate death, or chronic toxicity that can lead to neurological problems or cancers. Many water pollutants 

enter our bodies when we use water for drinking and food preparation. The pollutants enter the digestive tract. 

From there, they can reach other organs in the body and cause various illnesses. Chemicals come in contact with 

the skin from washing clothes, or from swimming in polluted water and may lead to skin irritations. Hazardous 

chemicals in water systems can also affect the animals and plants which live there. Sometimes these organisms 

will survive with the chemicals in their systems, only to be eaten by humans who may then become mildly ill or 

develop stronger toxic symptoms. The animals and plants themselves may die or not reproduce properly. 

2. Literature Survey 

1. "Water quality monitoring using wireless sensor networks: Current trends and future research 

directions,"  This paper provides a comprehensive review of how wireless sensor networks (WSNs) are currently 

being used for water quality monitoring. It explores the architecture, communication protocols, and power 

management techniques. It is relevant to your project as it lays a foundational understanding of the trends and 

challenges in deploying real-time WSNs in environmental monitoring systems. 

2. “IoT Based Industrial Water Quality Monitoring System using Temperature, pH and Turbidity 

Sensors,”  This educational video demonstrates the practical implementation of an IoT-based water monitoring 

system using basic sensors. Although informal, it visually explains the basic setup and sensor usage, offering 

insights into low-cost real-time solutions—similar to the hardware approach in your WQP system. 

3. B. Chen et al., "Real-time estimation of population exposure to PM2.5 using mobile- and station-

based big data,"  While this study focuses on air quality rather than water, it introduces big data and real-time 

environmental monitoring concepts. The use of mobile sensing and data fusion techniques is applicable to your 

project’s use of cloud computing and real-time predictive analytics. 

4. B. O’Flyrm et al., “Smart coast: A wireless sensor network for water quality monitoring,”  This 

conference paper presents a deployed WSN system for coastal water quality monitoring, including data collection 

and transmission infrastructure. It demonstrates how WSNs can be used in a real-world deployment, making it 

highly relevant for designing scalable and robust WQP systems. 

5. B. Paul, "Sensor based water quality monitoring system,"  This undergraduate thesis details the 

design and development of a water quality monitoring prototype using sensors and microcontrollers. It shows how 

academic-level research can be converted into functional prototypes, aligning closely with the student project or 

prototype nature of your WQP system. 

6. R. M. Bhardwaj, “Overview of Ganga River Pollution,”  This report provides a government-backed 

analysis of the pollution levels in the Ganga River, highlighting the urgent need for real-time water monitoring 

systems. It offers background motivation on water quality issues in India, justifying the societal importance of 

systems like WQP. 

7. Brinda Das and P.C. Jain, “Real-Time Water Quality Monitoring system using Internet of 

Thing” This conference paper presents an IoT-based water quality monitoring system and discusses sensor 
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integration and real-time data processing. It’s a direct parallel to your project in terms of technology stack and 

objective, especially the use of sensors and IoT for real-time results. 

3. Proposed System 

Access to clean and safe drinking water is a fundamental requirement for public health and well-being. 

However, many urban areas, especially those with aging infrastructure or limited resources, face challenges in 

ensuring the quality and safety of their water supplies. Conventional methods for assessing water quality, such as 

laboratory tests, are often time-consuming, costly, and not feasible for real-time monitoring. 

 Delayed Water Quality Assessment: Traditional water quality testing methods rely on 

periodic sampling and laboratory analysis, which can delay the detection of 

contamination and other issues. This delay can lead to prolonged exposure to unsafe 

water and potential health risks for the community. 

 High Costs and Resource Intensity: Conventional water quality monitoring involves 

significant costs related to sampling, transportation, and laboratory testing. These costs 

can be prohibitive for municipalities, particularly those with limited budgets. 

 Lack of Real-Time Data: The absence of real-time data on water quality limits the 

ability to respond quickly to emerging issues. Without immediate insights, 

municipalities may struggle to implement timely interventions to address water quality 

problems. 

 Complex Data Management: Managing and analyzing water quality data from multiple 

sources can be complex and inefficient. The lack of an integrated system for real-time 

data processing and analysis hampers effective decision-making. 

 Ineffective Resource Management: Inadequate monitoring and prediction of water 

quality can lead to inefficient management of water resources. This includes issues 

related to water usage, conservation, and response to contamination events. 

To address these problems, the proposed Water Quality Predictor System aims to develop an integrated, 

real-time solution for monitoring and predicting water quality in corporation tanks. The Water Quality Predictor 

System aims to address these challenges by providing a comprehensive, real-time solution for monitoring and 

predicting water quality. This system leverages advanced machine learning algorithms and cloud computing 

technologies 
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FIGURE 1: Auditing in Cloud safety control tactics [10]. 

The prediction is evaluated for accuracy and if the accuracy is acceptable, the Machine Learning 

algorithm is deployed. If the accuracy is not acceptable, the Machine Learning algorithm is trained again and 

again with an augmented training data set. This is just a very high-level example as there are many factors and 

other steps involved. A support vector machine (SVM) is a supervised machine learning algorithm that classifies 

data by finding an optimal line or hyperplane that maximizes the distance between each class in an N-dimensional 

space. SVMs were developed in the 1990s by Vladimir N. Vapnik and his colleagues, and they published this 

work in a paper titled "Support Vector Method for Function Approximation, Regression Estimation, and Signal 

Processing"1 in 1995. SVMs are commonly used within classification problems. They distinguish between two 

classes by finding the optimal hyperplane that maximizes the margin between the closest data points of opposite 

classes. The number of features in the input data determine if the hyperplane is a line in a 2-D space or a plane in 

a n- dimensional space. Since multiple hyperplanes can be found to differentiate classes, maximizing the margin 

between points enables the algorithm to find the best decision boundary between classes. This, in turn, enables it 

to generalize well to new data and make accurate classification predictions. The lines that are adjacent to the 

optimal hyperplane are known as support vectors as these vectors run through the data points that determine the 

maximal margin. 

4. CONCLUSION 

The Water Quality Predictor System marks a significant advancement in water quality management 

through the integration of real-time monitoring, machine learning algorithms, and cloud computing technologies. 

A key feature of the system is its enhanced real-time monitoring capability. By continuously tracking critical 

water quality parameters such as pH, Dissolved Oxygen (DO), turbidity, and salinity, the system ensures that any 

deviations or potential issues are promptly detected. This allows for immediate intervention, reducing risks to 

public health and maintaining water quality standards. The system leverages machine learning algorithms, 

specifically Support Vector Machine (SVM), to predict water quality based on historical data. This predictive 

capability enables proactive management, allowing municipalities to implement preventive measures and 

optimize resource use. Automation of data collection and analysis reduces the financial burden associated with 

traditional methods. The centralized cloud-based platform facilitates real-time data processing and visualization, 

supporting better decision-making. Designed for scalability, the system can expand to additional tanks and 

regions. In summary, the Water Quality Predictor System offers a robust, cost-effective solution that enhances 

water quality assessments and supports sustainable water resource management. 

 



 

Journal of Theoretical and Computationsl Advances in Scientific Research (JTCASR) 

An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.3, Issue No.1 (2019)                                                                                                     5 

 

REFERENCES 

1. M. Zaidan, B. B. Zaidan, O. S. Albahri, et al., "Water quality monitoring using wireless sensor networks: 

Current trends and future research directions," ACM Trans. Sensor Netw. (TOSN), vol. 13, p. 4, 2017. 

2. Sidharth, S. (2016). The Role of Artificial Intelligence in Enhancing Automated Threat Hunting 

3. Sidharth, S. (2016). Establishing Ethical and Accountability Frameworks for Responsible AI Systems. 

4. Sidharth, S. (2017). Cybersecurity Approaches for IoT Devices in Smart City Infrastructures 

5. Innovations in Energy-Efficient Automation Systems –2025, Iris Publishers. 

6. A New Energy-Efficient Approach to Planning Pick-and-Place Operations –2022, MDPI Energies, DOI: 

10.3390/en15238795. 

7. Robot Piece Picking Advances with Artificial Intelligence –2022, Automation World. 

8. AI-Driven Warehouse Automation: A Comprehensive Review of Systems –2024, GSC Advanced 

Research and Reviews. 

9. Energy-Efficient Control of Cable Robots Exploiting Natural Dynamics and Task Knowledge – Boris 

Deroo, Erwin Aertbeliën, Wilm Decré, Herman Bruyninckx, 2023, arXiv. 

10. Intelligent Control of Robots with Minimal Power Consumption in Pick-and-Place Operations – Valery 

Vodovozov, Zoja Raud, Eduard Petlenkov, 2023, MDPI Energies, DOI: 10.3390/en16217418. 

11. Booma Jayapalan,Sathishkumar, R.,Prakash, I.A.,Venkateswaran, M.”Optimizing wind energy 

efficiency in IoT-driven smart power systems using modified fuzzy logic control”AI Approaches to 

Smart and Sustainable Power Systems, 2024, pp. 250–273. 

12. Sidharth, S. (2017). Access Control Frameworks for Secure Hybrid Cloud Deployments. 

13. Sidharth, S. (2018). Post-Quantum Cryptography: Readying Security for the Quantum Computing 

Revolution. 

14. Booma Jayapalan, Mahadevan Krishnan, Karunanithi Kandasamy & Kannan Subramanian, 2018, 

“Integrated Strategies for load demand management in the State of Tamil Nadu”, Journal of Electrical 

Engineering, vol. 18, edition 4, ISSN: 1582-4594, pp.151-160. 

15. Booma Jayapalan, Mahadevan Krishnan, Karunanithi Kandasamy & Kannan Subramanian, 2017, 

“Renewable energy penetration and its impact on Reliability: A case study of Tamil Nadu”, Journal of 

Computational and Theoretical Nano science, vol. 14, no. 8, pp. 4036-4044, DOI: 

10.1166/jctn.2017.6752. 

16. Booma, J., Anitha, P., Amosedinakaran, S., & Bhuvanesh, A. (2025). Real-time electricity capacity 

expansion planning using chaotic ant lion optimization by minimizing carbon emission. Journal of the 

Chinese Institute of Engineers, 1–15. https://doi.org/10.1080/02533839.2025.2464575. 

17. Sidharth, S. (2015). Privacy-Preserving Generative AI for Secure Healthcare Synthetic Data Generation. 

18. Sidharth, S. (2015). AI-Driven Detection and Mitigation of Misinformation Spread in Generated Content. 

19. Pandey, A., Shukla, K., Pandey, S. P., & Sharma, Y. K. (2007). Haemato-biochemical profile in relation 

to normal parturient buffaloes and buffaloes with retained fetal membranes. Buffalo Bull, 26(2), 46-49. 

20. Jain, R., Pandey, A., & Pandeya, S. S. (2009). Mechanism of dissolution of delayed release formulation 

of diclofenac sodium. Chemistry, 18(4), 131-138. 

21. Tripathi, S. K., Kesharwani, K., Kaul, G., Akhir, A., Saxena, D., Singh, R., ... & Joshi, K. B. (2022). 

Amyloid‐β Inspired Short Peptide Amphiphile Facilitates Synthesis of Silver Nanoparticles as Potential 

Antibacterial Agents. ChemMedChem, 17(15), e202200251. 

22. Sidharth, S. (2017). Real-Time Malware Detection Using Machine Learning Algorithms. 

23. Rokade, U. S., Doye, D., & Kokare, M. (2009, March). Hand gesture recognition using object based key 

frame selection. In 2009 International Conference on Digital Image Processing (pp. 288-291). IEEE. 

24. Kshirsagar, K. P. (2015). Key Frame Selection for One-Two Hand Gesture Recognition with HMM. 

International Journal of Advanced Computer Research, 5(19), 192. 

25. Sidharth, S. (2018). Optimized Cooling Solutions for Hybrid Electric Vehicle Powertrains. 

26. Sidharth, S. (2019). DATA LOSS PREVENTION (DLP) STRATEGIES IN CLOUD-HOSTED 

APPLICATIONS. 

27.  

28. Kumbhar, K., & Kshirasagar, K. P. (2015). Comparative study of CCD & CMOS sensors for image 

processing. International Journal of Innovative Research in Electrical, Electronics, Instrumentation and 

Control Engineering, 3, 194-196. 



 

Journal of Theoretical and Computationsl Advances in Scientific Research (JTCASR) 

An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.3, Issue No.1 (2019)                                                                                                     6 

 

29. Kshirsagar, K. P., & Doye, D. (2010, October). Object Based Key Frame Selection for Hand Gesture 

Recognition. In 2010 International Conference on Advances in Recent Technologies in Communication 

and Computing (pp. 181-185). IEEE. 

30. Kshirsagar, K. P., & Doye, D. D. (2015). Comparing key frame selection for one-two hand gesture 

recognition using different methods. International Journal of Signal and Imaging Systems Engineering, 

8(5), 273-285. 

31. Baladari, V. (2024). Designing trustless identity: A multi-layered framework for decentralized 

verification in Web3 ecosystems. International Journal of Advanced Research in Science Communication 

and Technology, 4(1), 685-691. 

32. Harini, P. P., & Ramanaiah, D. O. (2009). An Efficient Admission Control Algorithm for Load Balancing 

In Hierarchical Mobile IPv6 Networks. arXiv preprint arXiv:0912.1013. 

33. Ramya, C. (2019). PB Shelley and Bharathidasan on the Miserable Lot of Women in Society: A 

Comparative Study. Language in India, 19(12). 

34. Ramya, C. (2019). Arun Joshi’s Art and Skill: Depicting East and West and Tradition and Modernity. 

Strength for Today and Bright Hope for Tomorrow Volume 19: 10 October 2019 ISSN 1930-2940, 21. 

35. Harini, P. (2019). GESTURE CONTROLLED GLOVES FOR GAMING AND POWER POINT 

PRESENTATION CONTROL. GESTURE, 6(12). 

36. Kumar, N. S., Harini, P., Kumar, G. D., & Rathi, G. (2017, June). Secured repertory of patient information 

in cloud. In 2017 International Conference on Intelligent Computing and Control (I2C2) (pp. 1-4). IEEE. 

37. Harika, K. K. S., Harini, P., Kumar, M. K., & Kondaiah, K. (2012, July). A distributed CSMA algorithm 

for maximizing throughput in wireless networks. In Wireless Commun. (Vol. 4, No. 11, pp. 591-594). 

38. Baladari, V. (2023). Intelligent Tier-Based Data Management: A Predictive Approach to Cloud Storage 

Cost Optimization. Framework, 1(6), 7. 

39. Baladari, V. (2022). Cloud Without Borders: Software Development Strategies for Multi-Regional 

Applications. European Journal of Advances in Engineering and Technology, 9(3), 193-200. 

40. Baladari, V. (2022). Evolving Cloud-Native Architectures: Leveraging Serverless Computing for 

Flexibility and Scalability in Applications. Journal of Scientific and Engineering Research, 9(9), 126-

135. 

41. Baladari, V. (2021). Monolith to Microservices: Challenges, Best Practices, and Future Perspectives. 

European Journal of Advances in Engineering and Technology, 8(8), 123-128. 

42. RAMYA, C. (2020). Sri Aurobindo as ‘The Pioneer of the New Age and the Spokesman of the New 

Truth’: An Appraisal. International Journal on Multicultural Literature, 10. 

43. Ramya, C. (2019). Concept and Emergence of Time in the Modernist novel: A Note. 

44. Ramya, C. (2020). A House for Mr. Biswas VS Naipaul’s Journey from Self-discovery to Search for 

Identity and Stability. Strength for Today and Bright Hope for Tomorrow Volume 20: 6 June 2020 ISSN 

1930-2940, 68. 

45. Ramya, C. (2019). Anita Desai-Psychological Exploration of the Inner Psyche of Her Existential 

Characters. Strength for Today and Bright Hope for Tomorrow Volume 19: 9 September 2019 ISSN 

1930-2940, 27. 

46. Ramya, C. (2019). Claude McKay and Black Diaspora. Strength for Today and Bright Hope for 

Tomorrow Volume 19: 6 June 2019 ISSN 1930-2940, 289. 

47. Ramya, C. (2019). Ernest Hemingway’s Portrayal of Female Characters. Strength for Today and Bright 

Hope for Tomorrow Volume 19: 5 May 2019 ISSN 1930-2940, 268. 

48. Baladari, V. (2020). Adaptive Cybersecurity Strategies: Mitigating Cyber Threats and Protecting Data 

Privacy. Journal of Scientific and Engineering Research, 7(8), 279-288. 

49. Baladari, V. (2021). The Role of Software Developers in Transitioning On-Premises Applications to 

Cloud Platforms: Strategies and Challenges. Journal of Scientific and Engineering Research, 8(1), 270-

278. 

50. Baladari, V. (2023). Building an Intelligent Voice Assistant Using Open-Source Speech Recognition 

Systems. Journal of Scientific and Engineering Research, 10(10), 195-202. 

51. Ramya, C. (2020). Paule Marshall and Feminine Aesthetic. Language in India, 20(10). 

52. Ramya, C. (2018). Anita Desai as an Existentialist Exploring the Emotional Turbulence and Chaotic 

Inner World. Language in India, 18(9), 197-202. 



 

Journal of Theoretical and Computationsl Advances in Scientific Research (JTCASR) 

An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.3, Issue No.1 (2019)                                                                                                     7 

 

53. Bohrey, S., Chourasiya, V., & Pandey, A. (2016). Polymeric nanoparticles containing diazepam: 

preparation, optimization, characterization, in-vitro drug release and release kinetic study. Nano 

Convergence, 3(1), 3. 

54. Chourasiya, V., Bohrey, S., & Pandey, A. (2016). Formulation, optimization, characterization and in-vitro 

drug release kinetics of atenolol loaded PLGA nanoparticles using 33 factorial design for oral delivery. 

Materials Discovery, 5, 1-13. 

55. Dare, M., Jain, R., & Pandey, A. (2015). Method validation for stability indicating method of related 

substance in active pharmaceutical ingredients dabigatran etexilate mesylate by reverse phase 

chromatography. J Chromatogr Sep Tech, 6(263), 2. 

56. Chourasiya, V., Bohrey, S., & Pandey, A. (2021). Formulation, optimization, and characterization of 

amlodipine besylate loaded polymeric nanoparticles. Polymers and Polymer Composites, 29(9_suppl), 

S1555-S1568. 

57. Tripathi, S. K., Patel, B., Shukla, S., Pachouri, C., Pathak, S., & Pandey, A. (2021, March). Donepezil 

loaded PLGA nanoparticles, from modified nano-precipitation, an advanced drug delivery system to treat 

Alzheimer disease. In Journal of Physics: Conference Series (Vol. 1849, No. 1, p. 012001). IOP 

Publishing. 

58. Naik, P. R., Pandeya, S. N., & Pandey, A. (1996). Anti-inflammatory and analgesic activities of 1-[2-

(substituted benzothiazole)]-1, 3-diethyl-4-aryl guanidines. Indian Journal of Physiology and 

Pharmacology, 40(2), 189-190. 

59. Pandey, A., Mishra, R. K., Mishra, S., Singh, Y. P., & Pathak, S. (2011). Assessment of genetic diversity 

among sugarcane cultivars (Saccharum officinarum L.) using simple sequence repeats markers. J. Biol. 

Sci, 11(4), 105-111. 

60. Singh, N., Suthar, B., Mehta, A., Nema, N., & Pandey, A. (2020). Corona virus: an immunological 

perspective review. Int J Immunol Immunother, 7(10.23937), 2378-3672. 

61. Bohrey, S., Chourasiya, V., & Pandey, A. (2016). Preparation, optimization by 23 factorial design, 

characterization and in vitro release kinetics of lorazepam loaded PLGA nanoparticles. Polymer Science 

Series A, 58(6), 975-986. 

62. Ramya, C. (2020). Kanthapura Protagonists as Representation of Gandhi. Strength for Today and Bright 

Hope for Tomorrow Volume 20: 1 January 2020 ISSN 1930-2940, 130. 

63. Ramya, C. (2020). Sri Aurobindo‟ s Poetry as The Imprint of Mighty Imagination and Philosophical 

Contemplation: An Appraisal. DYNAMICS OF LANGUAGE, LITERATURE & COMMUNICATION, 

51. 

64. Reddy, D. B. E., Harini, P., MaruthuPerumal, S., & VijayaKumar, D. V. (2011). A New Wavelet Based 

Digital Watermarking Method for Authenticated Mobile Signals. International Journal of Image 

Processing (IJIP), 5(1), 13-24. 

65. Baby, M., Harini, P., Slesser, Y. E., Tejaswi, Y., Ramajyothi, K., Sailaja, M., & Sumantha, K. A. (2013). 

Sms based wireless e-notice board. International Journal of Emerging Technology and Advanced 

Engineering, 3(3), 181-185. 

66. Kesavulu, O. S. C., & Harini, P. (2013). Enhanced packet delivery techniques using crypto-logic riddle 

on jamming attacks for wireless communication medium. Int. J. Latest Trends Eng. Technol, 2(4), 469-

478. 

67. Harini, P., & Ramanaiah, D. O. (2008). An Efficient DAD Scheme for Hierarchical Mobile IPv6 Handoff. 

IJCSNS, 8(8), 182. 

68. Karunya, L. C., Harini, P., Iswarya, S., & Jerlin, A. (2019). Emergency Alert Security System for 

Humans. Int. J. Commun. Comput. Technol, 7, 1-5. 

69. Ramachandran, V., Kumari, Y. S., & Harini, P. (2016). Image retrieval system with user relevance 

feedback. Computer Science Engineering, St. Anns College of Engineering, Chirala. 

70. Nandan, M. J., Sen, M. K., Harini, P., Sekhar, B. M., & Balaji, T. (2013, December). Impact of urban 

growth and urbanization on the environmental degradation of Lakes in Hyderabad City, India. In AGU 

Fall Meeting Abstracts (Vol. 2013, pp. B31E-0452). 

71. Sahithi, D., & Harini, P. (2012). Enhanced hierarchical multipattern matching algorithm for deep packet 

inspection. IRACST-International Journal of Computer Science and Information Technology & Security 

(IJCSITS), ISSN, 2249-9555. 

72. Harini, P. (2011). A novel approach to improve handoff performance in hierarchical mobile ipv6 using 

an enhanced architecture. IJCST, 2(1). 



 

Journal of Theoretical and Computationsl Advances in Scientific Research (JTCASR) 

An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.3, Issue No.1 (2019)                                                                                                     8 

 

73. Singh, A., Santosh, S., Kulshrestha, M., Chand, K., Lohani, U. C., & Shahi, N. C. (2013). Quality 

characteristics of Ohmic heated Aonla (Emblica officinalis Gaertn.) pulp. 

74. Thakur, R. R., Shahi, N. C., Mangaraj, S., Lohani, U. C., & Chand, K. (2020). Effect of apple peel based 

edible coating material on physicochemical properties of button mushrooms (Agaricus bisporus) under 

ambient condition. International Journal of Chemical Studies, 8(1), 2362-2370. 

75. Kumar, S., Singh, A., Shahi, N. C., Chand, K., & Gupta, K. (2015). Optimization of substrate ratio for 

beer production from finger millet and barley. 国际农业与生物工程学报, 8(2), 110-120. 

76. He and L.-X. Zhang, “The Water Quality Monitoring System Based on Wireless Sensor Network,” Tech. 

Report, Mech. & Electron. Info. Inst., China Univ. of Geosciences, Wuhan, China, 2012. 

77. Ani, “Water Quality Monitoring and Notification System,” May 4, 2016. [Online]. Available: 

https://www.hackster.io/eani/water‐quality‐monitoring‐and‐notification‐system‐f85d23. [Accessed: Apr. 

20, 2025]. 

 


