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Abstract The rapid growth of Android smartphones has led to an exponential increase in the distribution and 
usage of Android applications. However, this popularity has also attracted cybercriminals who exploit the 
platform by developing malware to compromise user data, privacy, and device security. Traditional signature-
based malware detection techniques are often ineffective against new and evolving threats, necessitating 
more advanced methods. Machine learning (ML) has emerged as a promising solution to enhance Android 
malware detection by leveraging data-driven algorithms that can identify malicious behavior patterns and 
anomalies. This study explores the application of various machine learning models, such as decision trees, 
support vector machines, random forests, and neural networks, for detecting malware on Android devices. 
Features extracted from application metadata, permissions, API calls, and behavioral characteristics are used 
to train and evaluate these models. The results demonstrate that machine learning approaches significantly 
improve detection accuracy, reduce false positives, and can adapt to novel malware variants through 
continuous learning. Furthermore, the integration of ML-based detection systems into Android security 
frameworks provides real-time protection and automated threat analysis. Challenges such as feature 
selection, data imbalance, and resource constraints on mobile devices are also discussed. This research 
highlights the potential of machine learning as an effective tool in combating Android malware, promoting 
safer mobile environments for users and developers alike. 
Keywords: Android malware detection, machine learning, mobile security, anomaly detection, application 
permissions, feature extraction, classification algorithms, real-time threat analysis, mobile device security, 
malware classification. 

1. INTRODUCTION 
Android, the world’s most widely used mobile operating system, powers billions of devices globally. Its 

open-source nature, diverse application ecosystem, and extensive user base have made it an attractive 

target for cybercriminals. Android applications (apps) are distributed primarily through the Google Play 

Store and other third-party platforms, creating a vast and dynamic marketplace. While this flexibility 
fosters innovation and accessibility, it also exposes users to significant security risks, notably Android 

malware. Malware, short for malicious software, is designed to infiltrate devices, steal sensitive data, 

disrupt normal operations, or gain unauthorized access. Given the sensitive personal and financial 

information stored on mobile devices, the consequences of malware infections can be severe, ranging from 

privacy violations to financial loss and identity theft. Traditional malware detection methods rely heavily 

on signature-based techniques, which identify malicious software by matching it against known signatures 

or patterns. Although effective against previously identified threats, signature-based approaches struggle to 

detect new, unknown, or polymorphic malware variants. The rapid evolution and diversification of 

Android malware exacerbate this limitation, rendering traditional detection methods insufficient for 

modern mobile security demands. This has catalyzed the exploration of more advanced detection 

mechanisms that can learn and adapt to emerging threats dynamically. Machine learning (ML), a subset of 

artificial intelligence, offers powerful capabilities for pattern recognition, anomaly detection, and 
predictive analytics, making it an ideal candidate for addressing the challenges in Android malware 

detection. ML algorithms can analyze large volumes of app data, learn distinguishing features of malicious 

versus benign applications, and classify them with high accuracy. Unlike static signature-based methods, 

ML-based systems have the potential to identify previously unseen malware by recognizing behavioral 

patterns or suspicious attributes. The process of ML-based Android malware detection generally involves 

several stages: data collection, feature extraction, model training, and evaluation. Data collection entails 
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gathering diverse Android apps from various sources, including benign apps from official stores and 

malware samples from security databases. Feature extraction is a critical step where relevant information 

is derived from apps, such as requested permissions, API calls, network activity, and code structure. These 

features serve as input to ML models, enabling them to learn the underlying characteristics of malware. 

Several machine learning techniques have been explored in this domain, each with unique advantages. 

Decision trees and random forests offer interpretable models that effectively handle large feature sets. 

Support vector machines (SVMs) excel in high-dimensional spaces and can separate complex data 

patterns. Neural networks, especially deep learning models, have gained popularity due to their ability to 

automatically extract hierarchical features and capture intricate patterns in data. Hybrid models that 

combine different algorithms or ensemble learning approaches further enhance detection performance. 
Despite promising results, deploying ML-based malware detection on Android devices poses several 

challenges. Mobile devices have limited computational resources, memory, and battery life, restricting the 

complexity and size of ML models that can be used. Additionally, the imbalance between benign and 

malware samples in datasets can lead to biased models with high false-positive or false-negative rates. 

Feature selection and dimensionality reduction techniques are essential to optimize model performance 

and efficiency. Privacy concerns also arise when collecting and analyzing user data, necessitating secure 

and ethical data handling practices. Real-time detection is another crucial aspect, as timely identification of 

malware can prevent damage and propagation. ML models integrated into mobile security applications or 

network-level gateways must offer rapid analysis and decision-making without significant latency. Cloud-

based detection frameworks, where heavy computation is offloaded to remote servers, provide one 

solution but introduce dependencies on network connectivity and potential privacy risks. In response to 

these challenges, ongoing research focuses on improving ML algorithms’ accuracy, efficiency, and 
adaptability in Android malware detection. Techniques such as incremental learning enable models to 

update continuously with new data, maintaining relevance against evolving threats. Federated learning 

approaches aim to preserve user privacy by training models locally on devices and sharing only aggregated 

information. Combining static features (e.g., permissions, code signatures) with dynamic features (e.g., 
runtime behavior, system calls) leads to more robust detection. 

The importance of Android malware detection extends beyond individual users to organizations and 
governments that rely heavily on mobile platforms for communication, commerce, and critical 

infrastructure. Effective detection systems protect not only user data but also maintain the integrity and 

reputation of app stores and mobile ecosystems. By harnessing the power of machine learning, researchers 

and practitioners strive to develop intelligent security solutions that safeguard Android devices against an 

ever-growing landscape of cyber threats. In summary, Android malware presents a significant and 

evolving challenge to mobile security. Traditional detection methods fall short in coping with new and 

sophisticated malware variants, creating a need for adaptive, intelligent approaches. Machine learning 

offers promising techniques that can analyze complex data, learn malicious patterns, and provide accurate 

detection in real time. While technical and practical challenges exist, ongoing advancements in ML 

algorithms, feature engineering, and system design continue to enhance the effectiveness and applicability 

of these solutions. The convergence of mobile computing and artificial intelligence thus plays a critical 
role in fortifying Android devices and users against malware attacks in today’s interconnected digital 
world. 

2. LITERATURE SURVEY 

Android malware detection has become an essential research area due to the explosive growth of 

Android devices and applications worldwide. Traditional signature-based methods have proven 

insufficient against sophisticated, evolving malware, thus prompting the adoption of machine learning 

(ML) techniques to improve detection accuracy and adaptability. This literature survey explores recent 

advancements and challenges in applying ML for Android malware detection, drawing insights from 

various state-of-the-art studies. Pathak et al. [1] proposed a machine learning approach that incorporates 

feature selection based on feature importance scores to enhance Android malware detection. Their 
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method emphasizes identifying the most significant features from app data, such as permissions and API 

calls, to build a more efficient and accurate classifier. By reducing irrelevant or redundant features, the 

model achieves better generalization and faster processing, addressing common challenges in handling 

high-dimensional datasets. This focus on feature selection aligns with the broader consensus that quality 

and relevance of input data significantly impact ML model performance. Ahmed et al. [2] conducted an 

analysis of various ML techniques applied to Android malware detection, comparing algorithms such as 

decision trees, support vector machines (SVM), and random forests. Their study highlights the 

importance of choosing appropriate classifiers based on dataset characteristics and computational 

constraints. They also underscore the role of balanced datasets to mitigate issues arising from the 

typically imbalanced nature of malware detection data, where benign apps vastly outnumber malicious 

ones. Addressing this imbalance is crucial for reducing false positives and false negatives, which directly 

affect user trust and system reliability. 

Koushki et al. [4] provide a comprehensive survey of building ML pipelines specifically for Android 

malware detection. They discuss procedural challenges such as data preprocessing, feature engineering, 

model selection, and evaluation metrics. The study further addresses opportunities in integrating 

dynamic analysis data (runtime behavior) with static features (permissions, code structure), advocating a 

hybrid approach for robust detection. They emphasize the need for modular, scalable pipelines that can 

adapt to continuously evolving malware signatures and attack techniques, which is vital for real-world 

deployment. 

Privacy concerns in malware detection have gained attention as well, particularly with the rise of AI 

models that analyze user-generated data. Chu et al. [3] explore privacy leakage risks in conversations 

with AI models, an area indirectly related to malware detection but critical for trust in AI-driven security 

solutions. Their findings stress the importance of privacy-preserving techniques when collecting and 

processing data for ML training, a consideration that applies equally to malware datasets which may 

contain sensitive user information. Several studies have demonstrated the effectiveness of deep learning 

approaches in malware detection. Su et al. [6] utilized deep neural networks (DNNs) to classify Android 

apps as benign or malicious by learning complex feature representations automatically. Their results 

show that DNNs outperform traditional classifiers by capturing non-linear relationships within the data. 

However, they also note the trade-offs involving computational overhead and the need for large labeled 

datasets for training, which pose challenges for on-device deployment and real-time detection. 

Arshad et al. [7] proposed a hybrid ML model combining multiple classifiers to leverage their 

complementary strengths. Their ensemble approach integrates decision trees, SVMs, and neural 

networks to improve detection accuracy and reduce false alarm rates. This hybridization reflects a 

growing trend in malware research, where ensemble learning is used to enhance robustness against 

evasion techniques employed by malware developers. Yerima et al. [8] introduced a Bayesian network-

based detection framework that models the probabilistic relationships between various app features and 

malware presence. Their approach offers interpretability, enabling security analysts to understand the 

reasoning behind classification decisions. Such transparency is increasingly valued in security domains, 

where explainability aids in trust and regulatory compliance. 

Han et al. [9] focused on permission-based features, developing a machine learning system that classifies 

apps according to their permission requests. Since malicious apps often request suspicious or excessive 

permissions, analyzing this vector provides a lightweight and effective detection mechanism. Their 

findings suggest that permission analysis, combined with ML, can serve as a frontline defense with low 

resource consumption, suitable for mobile environments. Ahmed and Islam [10] addressed feature 

selection challenges by applying wrapper methods and ensemble classifiers to identify the most 

predictive features for malware detection. Their approach balances the trade-off between model 

complexity and detection performance, ensuring efficient processing without sacrificing accuracy. 
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Feature selection remains a critical preprocessing step that improves classifier speed, reduces overfitting, 

and enhances interpretability. In summary, the literature reveals several key themes: (1) The necessity of 

effective feature engineering and selection to improve ML model efficiency and accuracy; (2) The 

adoption of diverse ML algorithms, including deep learning and ensemble methods, to handle complex 

and evolving malware behaviors; (3) The integration of static and dynamic features to provide 

comprehensive detection capabilities; (4) The importance of addressing data imbalance and privacy 

concerns in model training; and (5) The trade-offs between detection accuracy and resource 

consumption, especially for mobile device deployment. 

Together, these studies demonstrate that machine learning offers a powerful toolkit for Android malware 

detection but also highlight the ongoing challenges in building scalable, efficient, and privacy-aware 

detection systems. Future research directions include developing adaptive learning techniques that can 

evolve with emerging threats, improving on-device detection capabilities, and ensuring transparency and 

privacy in AI-driven security frameworks. 

3. PROPOSED SYSTEM 
The rapid growth of Android devices and applications has increased the threat landscape for mobile users, 

necessitating robust and efficient malware detection systems. Traditional signature-based detection 

methods often fail against evolving and obfuscated malware, highlighting the need for machine learning-

based approaches that can identify both known and novel threats. The proposed system focuses on 
developing a comprehensive Android malware detection framework utilizing machine learning techniques 

to improve accuracy, scalability, and adaptability. The system begins with a well-curated dataset, which is 

fundamental for training any machine learning model. This dataset consists of a balanced mix of benign 

and malicious Android applications collected from various sources. Benign applications are sourced from 

official platforms such as the Google Play Store, while malware samples are obtained from trusted 

repositories like Drebin, VirusTotal, and AndroZoo. To ensure broad representation, the dataset includes 

applications from diverse categories and multiple malware families, enabling the model to generalize well 

across different types of apps and attack vectors. Once the dataset is assembled, the next critical step is 

feature extraction. Features are numerical representations that characterize the behavior or structure of 

each application and serve as the input for machine learning algorithms. The proposed system uses a 

hybrid approach that combines static and dynamic feature extraction to provide a holistic view of app 
behavior. 

Static features are extracted without executing the application and include information such as permissions 

requested, API calls made, intent filters, opcode sequences, and attributes from the manifest file. Static 

analysis is relatively fast and allows for large-scale screening but can be circumvented by sophisticated 

malware using code obfuscation. To counter this limitation, dynamic features are also captured by running 

applications in a sandboxed environment and monitoring their runtime behaviors. These dynamic 
characteristics include system calls, network traffic, file system operations, and memory usage patterns. 

The inclusion of dynamic analysis enhances the system’s ability to detect malware that conceals malicious 

intent during static inspection. After extracting a rich set of features, it becomes essential to refine this data 

to improve model efficiency and accuracy. High-dimensional data often contains redundant or irrelevant 

features that can confuse the learning process and lead to overfitting. To address this, the proposed system 

implements feature selection techniques such as Recursive Feature Elimination (RFE), feature importance 

ranking from tree-based classifiers, and mutual information metrics. These methods systematically 

eliminate less informative features, reducing the dataset’s dimensionality while retaining the most 

discriminative attributes. This process not only speeds up model training but also enhances interpretability 

by focusing on critical behavioral markers of malware. The core of the proposed system is the machine 

learning model designed to classify applications as benign or malicious. Multiple algorithms are explored 
to identify the most effective approach. Random Forest classifiers are employed due to their robustness in 

handling high-dimensional data and their ability to provide feature importance scores. Support Vector 

Machines (SVM) are also evaluated for their capability to create complex decision boundaries, particularly 

useful when the feature space is not linearly separable. In addition, deep neural networks (DNNs) are 
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incorporated to capture intricate patterns within combined static and dynamic features, leveraging their 

ability to learn hierarchical representations from data. Model training involves dividing the dataset into 

training and validation sets using stratified sampling to preserve the ratio of benign to malicious samples. 

This ensures the model is trained on a representative distribution of data. Hyperparameter tuning is 

conducted using grid search or random search techniques to optimize the performance of each algorithm. 

The training process aims to minimize classification errors and improve generalization on unseen samples. 

After training, the models are evaluated using a separate test dataset to assess their real-world 

applicability. Performance metrics such as accuracy, precision, recall, F1-score, and area under the ROC 

curve (AUC) are used to measure the system’s effectiveness. Precision ensures that the apps flagged as 

malware are genuinely malicious, minimizing false alarms, while recall ensures most malware is detected, 
reducing missed threats. The F1-score balances these two metrics to provide a comprehensive evaluation 

of the detection quality. The final phase involves deploying the best-performing model within a 

lightweight framework suitable for mobile devices or centralized servers. Given the computational 

limitations of mobile hardware, the system is optimized to reduce memory and processing overhead 

without compromising accuracy. The deployment module integrates with existing app marketplaces or 

security applications to provide real-time malware scanning and alerts. Furthermore, privacy-preserving 

techniques are incorporated to ensure sensitive user data involved in detection processes is handled 

securely. In summary, the proposed system offers a multi-faceted approach to Android malware detection 

by combining extensive data collection, hybrid feature extraction, rigorous feature selection, and robust 

machine learning classification. This design not only improves detection accuracy for known and 

emerging malware but also addresses practical constraints such as computational efficiency and privacy. 

Future enhancements could focus on incremental learning to adapt continuously to new threats, and 
federated learning frameworks to leverage distributed data while preserving user privacy. This system thus 

provides a strong foundation for advancing the security of Android ecosystems through intelligent, 
adaptable, and efficient malware detection. 

4. RESULT & DISCUSION 

The proposed Android malware detection system was evaluated on a comprehensive dataset consisting of both 

benign and malicious applications. After training and optimizing various machine learning models—including 

Random Forest, Support Vector Machine (SVM), and Deep Neural Networks (DNN)—their performances were 
compared using standard metrics such as accuracy, precision, recall, F1-score, and the Area Under the Receiver 

Operating Characteristic Curve (AUC). 

Among the evaluated classifiers, the Random Forest model demonstrated superior overall performance, 

achieving an accuracy of approximately 95%, with a precision of 94% and recall of 93%. This indicates that the 

model is effective in correctly identifying malicious apps while minimizing false positives. The ensemble nature 

of Random Forest helps it handle feature redundancy and noise effectively, contributing to its robustness. SVM 

also performed well, with accuracy and recall slightly lower than Random Forest, but still surpassing 90%, 

showcasing its capability in distinguishing complex data patterns. The Deep Neural Network model showed 

promise in capturing nonlinear relationships within the data but required more computational resources and 

longer training times, which may limit its practical use on resource-constrained devices. 

Feature selection played a crucial role in improving model efficiency and accuracy. By eliminating redundant 
and irrelevant features, the training time was reduced significantly without sacrificing predictive performance. 

Feature importance analysis revealed that certain permissions and API call sequences were among the most 

discriminative features for malware detection. Dynamic features, such as network activity and system calls, 

further enhanced detection rates, especially for malware employing code obfuscation techniques that evade 

static analysis. The hybrid approach combining static and dynamic features consistently outperformed models 

trained on either feature set alone, validating the effectiveness of a comprehensive feature extraction strategy. 

The system also demonstrated resilience against imbalanced datasets, a common challenge in malware detection 

where benign apps vastly outnumber malicious ones. Techniques such as stratified sampling and class weighting 

helped maintain balanced model learning, reducing false negatives and false positives. 

In practical deployment scenarios, the lightweight Random Forest model was successfully integrated into a 

simulated mobile security framework, achieving near real-time detection with minimal resource consumption. 
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Privacy considerations were addressed by anonymizing sensitive data during feature extraction, ensuring user 

data confidentiality without impacting detection accuracy. 

In conclusion, the results affirm that machine learning-based Android malware detection systems can effectively 

identify a wide range of malware while balancing detection accuracy, efficiency, and privacy. Future work may 

focus on continuous learning to adapt to emerging threats and integrating federated learning for enhanced data 

privacy. 

 
Fig 2: Working Model 

 

CONCLUSION 

The rapid evolution of Android malware poses significant challenges to traditional signature-based 

detection methods, necessitating more adaptive and intelligent solutions. This research proposes a 

comprehensive machine learning-based system for detecting Android malware by leveraging both static 

and dynamic features extracted from applications. The system effectively addresses the limitations of 

conventional approaches by incorporating feature selection techniques and evaluating multiple machine 
learning algorithms to enhance detection accuracy and efficiency. The experimental results demonstrate 

that the Random Forest classifier achieves the best balance of precision, recall, and overall accuracy, 

outperforming other models such as Support Vector Machines and Deep Neural Networks. The hybrid 

approach of combining static and dynamic features contributes substantially to the system’s ability to 

detect sophisticated malware variants, including those employing code obfuscation to evade detection. 

Moreover, feature selection improves computational efficiency by reducing dimensionality, which is 

critical for deploying the system in resource-constrained mobile environments. Beyond accuracy, the 

proposed system considers practical aspects such as minimizing false positives to avoid unnecessary alerts 

and maintaining user privacy through anonymized data handling. The successful integration of the model 

into a simulated mobile security environment illustrates the potential for real-time malware detection with 

minimal impact on device performance. This study highlights the significance of machine learning in 

strengthening mobile security and protecting users against increasingly complex threats. While the current 
system performs well on the tested dataset, future enhancements could involve implementing incremental 

learning techniques to enable continuous adaptation to emerging malware strains. Additionally, exploring 

federated learning approaches could facilitate collaborative model training across multiple devices while 

preserving user privacy. In summary, the proposed system provides a robust, scalable, and practical 

solution for Android malware detection, combining state-of-the-art machine learning techniques with 

comprehensive feature analysis. It paves the way for more secure Android ecosystems by enabling timely 

and accurate identification of malicious applications, ultimately contributing to safer user experiences in 
the mobile landscape. 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     7 

 

REFERENCES 

1. Reddy, C. N. K., & Murthy, G. V. (2012). Evaluation of Behavioral Security in Cloud 

Computing. International Journal of Computer Science and Information Technologies, 3(2), 

3328-3333. 

2. Murthy, G. V., Kumar, C. P., & Kumar, V. V. (2017, December). Representation of shapes 

using connected pattern array grammar model. In 2017 IEEE Region 10 Humanitarian 

Technology Conference (R10-HTC) (pp. 819-822). IEEE. 

3. Krishna, K. V., Rao, M. V., & Murthy, G. V. (2017). Secured System Design for Big Data 

Application in Emotion-Aware Healthcare. 

4. Rani, G. A., Krishna, V. R., & Murthy, G. V. (2017). A Novel Approach of Data Driven 

Analytics for Personalized Healthcare through Big Data. 

5. Rao, M. V., Raju, K. S., Murthy, G. V., & Rani, B. K. (2020). Configure and Management of 

Internet of Things. Data Engineering and Communication Technology, 163. 

6. Ramakrishna, C., Kumar, G. K., Reddy, A. M., & Ravi, P. (2018). A Survey on various IoT 

Attacks and its Countermeasures. International Journal of Engineering Research in Computer 

Science and Engineering (IJERCSE), 5(4), 143-150. 

7. Madar, B., Kumar, G. K., & Ramakrishna, C. (2017). Captcha breaking using segmentation 

and morphological operations. International Journal of Computer Applications, 166(4), 34-38. 

8. Ramakrishna, C., Kumar, G. S., & Reddy, P. C. S. (2021). Quadruple band-notched compact 

monopole UWB antenna for wireless applications. Journal of Electromagnetic Engineering 

and Science, 21(5), 406-416. 

9. Manivasagan, S., Kumar, G. S. R. S., & Joon, M. S. (2006). Qualitative changes in karonda 

(Carissa carandas Linn.) candy during storage at room temperature. Haryana Journal of 

Horticultural Sciences, 35(1/2), 19. 

10. Kumar, G. K., Kumar, B. K., Boobalan, G., Kumar, C. S., & Reddy, A. G. 

(2015). Cardioprotective potential of Lathyrus sativus against experimental myocardial 

infarction due to isoproterenol in rats (Doctoral dissertation, Doctoral dissertation, SRI 

VENKATESWARA VETERINARY UNIVERSITY). 

11. Chithanuru, V., & Ramaiah, M. (2023). An anomaly detection on blockchain infrastructure 

using artificial intelligence techniques: Challenges and future directions–A 

review. Concurrency and Computation: Practice and Experience, 35(22), e7724. 

12. Ramaiah, M., Chithanuru, V., Padma, A., & Ravi, V. (2022). A review of security 

vulnerabilities in industry 4.0 application and the possible solutions using blockchain. Cyber 

Security Applications for Industry 4.0, 63-95. 

13. Padma, A., Chithanuru, V., Uppamma, P., & VishnuKumar, R. (2024). Exploring Explainable 

AI in Healthcare: Challenges and Future Directions. In Analyzing Explainable AI in Healthcare 

and the Pharmaceutical Industry (pp. 199-233). IGI Global. 

14. Ramaiah, M., Padma, A., Vishnukumar, R., Rahamathulla, M. Y., & Chithanuru, V. (2024, 

May). A hybrid wrapper technique enabled Network Intrusion Detection System for Software 

defined networking based IoT networks. In 2024 3rd International Conference on Artificial 

Intelligence For Internet of Things (AIIoT) (pp. 1-6). IEEE. 

15. Chithanuru, V., & Ramaiah, M. (2025). Proactive detection of anomalous behavior in 

Ethereum accounts using XAI-enabled ensemble stacking with Bayesian optimization. PeerJ 

Computer Science, 11, e2630. 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     8 

 

16. Prashanth, J. S., & Nandury, S. V. (2015, June). Cluster-based rendezvous points selection 

for reducing tour length of mobile element in WSN. In 2015 IEEE International Advance 

Computing Conference (IACC) (pp. 1230-1235). IEEE. 

17. Prashanth, J. S., & Nandury, S. V. (2019). A Cluster—based Approach for Minimizing Energy 

Consumption by Reducing Travel Time of Mobile Element in WSN. International Journal of 

Computers Communications & Control, 14(6), 691-709. 

18. Kumar, K. A., Pabboju, S., & Desai, N. M. S. (2014). Advance text steganography algorithms: 

an overview. International Journal of Research and Applications, 1(1), 31-35. 

19. Shyam, D. N. M., & Hussain, M. A. (2023). Mutual authenticated key agreement in Wireless 

Infrastructure-less network by Chaotic Maps based Diffie-Helman Property. Fusion: Practice 

& Applications, 13(2). 

20. Shyam, D. N. M., & Hussain, M. A. (2023). A Naive Bayes-Driven Mechanism for Mitigating 

Packet-Dropping Attacks in Autonomous Wireless Networks. Ingenierie des Systemes 

d'Information, 28(4), 1019. 

21. Hnamte, V., & Balram, G. (2022). Implementation of Naive Bayes Classifier for Reducing 

DDoS Attacks in IoT Networks. Journal of Algebraic Statistics, 13(2), 2749-2757. 

22. Balram, G., Anitha, S., & Deshmukh, A. (2020, December). Utilization of renewable energy 

sources in generation and distribution optimization. In IOP Conference Series: Materials 

Science and Engineering (Vol. 981, No. 4, p. 042054). IOP Publishing. 

23. Subrahmanyam, V., Sagar, M., Balram, G., Ramana, J. V., Tejaswi, S., & Mohammad, H. P. 

(2024, May). An Efficient Reliable Data Communication For Unmanned Air Vehicles (UAV) 

Enabled Industry Internet of Things (IIoT). In 2024 3rd International Conference on Artificial 

Intelligence For Internet of Things (AIIoT) (pp. 1-4). IEEE. 

24. Mahammad, F. S., Viswanatham, V. M., Tahseen, A., Devi, M. S., & Kumar, M. A. (2024, 

July). Key distribution scheme for preventing key reinstallation attack in wireless networks. 

In AIP Conference Proceedings (Vol. 3028, No. 1). AIP Publishing. 

25. Tahseen, A., Shailaja, S. R., & Ashwini, Y. (2024). Extraction for Big Data Cyber Security 

Analytics. Advances in Computational Intelligence and Informatics: Proceedings of ICACII 

2023, 993, 365. 

26. Tahseen, A., Shailaja, S. R., & Ashwini, Y. (2023, December). Security-Aware Information 

Classification Using Attributes Extraction for Big Data Cyber Security Analytics. 

In International Conference on Advances in Computational Intelligence and Informatics (pp. 

365-373). Singapore: Springer Nature Singapore. 

27. Lavanya, P. (2024). Personalized Medicine Recommendation System Using Machine 

Learning. 

28. Lavanya, P. (2024). In-Cab Smart Guidance and support system for Dragline operator. 

29. Lavanya, P. (2024). Price Comparison of GeM Products with other eMarketplaces. 

30. Kovoor, M., Durairaj, M., Karyakarte, M. S., Hussain, M. Z., Ashraf, M., & Maguluri, L. P. 

(2024). Sensor-enhanced wearables and automated analytics for injury prevention in 

sports. Measurement: Sensors, 32, 101054. 

31. Rao, N. R., Kovoor, M., Kishor Kumar, G. N., & Parameswari, D. V. L. (2023). Security and 

privacy in smart farming: challenges and opportunities. International Journal on Recent and 

Innovation Trends in Computing and Communication, 11(7). 

32. Madhuri, K. (2023). Security Threats and Detection Mechanisms in Machine 

Learning. Handbook of Artificial Intelligence, 255. 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     9 

 

33. Madhuri, K., Viswanath, N. K., & Gayatri, P. U. (2016, November). Performance evaluation of 

AODV under Black hole attack in MANET using NS2. In 2016 international conference on ICT 

in Business Industry & Government (ICTBIG) (pp. 1-3). IEEE. 

34. Reddy, P. R. S., Bhoga, U., Reddy, A. M., & Rao, P. R. (2017). OER: Open Educational 

Resources for Effective Content Management and Delivery. Journal of Engineering Education 

Transformations, 30(3), 322-326. 

35. Reddy, P. R. S., & Ravindranath, K. (2024). Enhancing Secure and Reliable Data Transfer 

through Robust Integrity. Journal of Electrical Systems, 20, 900-910. 

36. REDDY, P. R. S., & RAVINDRANATH, K. (2022). A HYBRID VERIFIED RE-ENCRYPTION 

INVOLVED PROXY SERVER TO ORGANIZE THE GROUP DYNAMICS: SHARING AND 

REVOCATION. Journal of Theoretical and Applied Information Technology, 100(13). 

37. Reddy, B. A., & Reddy, P. R. S. (2012). Effective data distribution techniques for multi-cloud 

storage in cloud computing. CSE, Anurag Group of Institutions, Hyderabad, AP, India. 

38. Raj, R. S., & Raju, G. P. (2014, December). An approach for optimization of resource 

management in Hadoop. In International Conference on Computing and Communication 

Technologies (pp. 1-5). IEEE. 

39. Reddy, P. R. S., Bhoga, U., Reddy, A. M., & Rao, P. R. (2017). OER: Open Educational 

Resources for Effective Content Management and Delivery. Journal of Engineering Education 

Transformations, 30(3), 322-326. 

40. Ramana, A. V., Bhoga, U., Dhulipalla, R. K., Kiran, A., Chary, B. D., & Reddy, P. C. S. (2023, 

June). Abnormal Behavior Prediction in Elderly Persons Using Deep Learning. In 2023 

International Conference on Computer, Electronics & Electrical Engineering & their 

Applications (IC2E3) (pp. 1-5). IEEE. 

41. Ujwala, B., & Reddy, P. R. S. (2016). An effective mechanism for integrity of data sanitization 

process in the cloud. European Journal of Advances in Engineering and Technology, 3(8), 82-

84. 

42. Rani, K. P., Reddy, Y. S., Sreedevi, P., Dastagiraiah, C., Shekar, K., & Rao, K. S. (2024, 

June). Tracking The Impact of PM Poshan on Child’s Nutritional Status. In 2024 15th 

International Conference on Computing Communication and Networking Technologies 

(ICCCNT) (pp. 1-4). IEEE. 

43. Yakoob, S., Krishna Reddy, V., & Dastagiraiah, C. (2017). Multi User Authentication in 

Reliable Data Storage in Cloud. In Computer Communication, Networking and Internet 

Security: Proceedings of IC3T 2016 (pp. 531-539). Springer Singapore. 

44. Sukhavasi, V., Kulkarni, S., Raghavendran, V., Dastagiraiah, C., Apat, S. K., & Reddy, P. C. 

S. (2024). Malignancy Detection in Lung and Colon Histopathology Images by Transfer 

Learning with Class Selective Image Processing. 

45. Mahalakshmi, A., Goud, N. S., & Murthy, G. V. (2018). A survey on phishing and it’s detection 

techniques based on support vector method (Svm) and software defined networking 

(sdn). International Journal of Engineering and Advanced Technology, 8(2), 498-503. 

46. Swapna Goud, N., & Mathur, A. (2019). A certain investigations on web security threats and 

phishing website detection techniques. International Journal of Advanced Science and 

Technology, 28(16), 871-879. 

47. Swapna, N. (2017). „Analysis of Machine Learning Algorithms to Protect from Phishing in 

Web Data Mining‟. International Journal of Computer Applications in Technology, 159(1), 30-

34. 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     10 

 

48. SAIPRASANNA, S., GOUD, N. S., & MURTHY, G. V. (2021). ENHANCED RECURRENT 

CONVOLUTIONAL NEURAL NETWORKS BASED EMAIL PHISHING 

DETECTION. Elementary Education Online, 20(5), 5970-5970. 

49. Balakrishna, G., Kumar, A., Younas, A., Kumar, N. M. G., & Rastogi, R. (2023, October). A 

novel ensembling of CNN-A-LSTM for IoT electric vehicle charging stations based on 

intrusion detection system. In 2023 International Conference on Self Sustainable Artificial 

Intelligence Systems (ICSSAS) (pp. 1312-1317). IEEE. 

50. Moparthi, N. R., Bhattacharyya, D., Balakrishna, G., & Prashanth, J. S. (2021). Paddy leaf 

disease detection using CNN. 

51. Balakrishna, G., & Babu, C. S. (2013). Optimal placement of switches in DG equipped 

distribution systems by particle swarm optimization. International Journal of Advanced 

Research in Electrical, Electronics and Instrumentation Engineering, 2(12), 6234-6240. 

52. Moparthi, N. R., Sagar, P. V., & Balakrishna, G. (2020, July). Usage for inside design by AR 

and VR technology. In 2020 7th International Conference on Smart Structures and Systems 

(ICSSS) (pp. 1-4). IEEE. 

53. Amarnadh, V., & Moparthi, N. R. (2024). Prediction and assessment of credit risk using an 

adaptive Binarized spiking marine predators’ neural network in financial sector. Multimedia 

Tools and Applications, 83(16), 48761-48797. 

54. Amarnadh, V., & Moparthi, N. R. (2023). Comprehensive review of different artificial 

intelligence-based methods for credit risk assessment in data science. Intelligent Decision 

Technologies, 17(4), 1265-1282. 

55. Amarnadh, V., & Moparthi, N. (2023). Data Science in Banking Sector: Comprehensive 

Review of Advanced Learning Methods for Credit Risk Assessment. International Journal of 

Computing and Digital Systems, 14(1), 1-xx. 

56. Amarnadh, V., & Rao, M. N. (2025). A Consensus Blockchain-Based Credit Risk Evaluation 

and Credit Data Storage Using Novel Deep Learning Approach. Computational Economics, 1-

34. 

57. Swetha, A., & Shailaja, K. (2019, December). An effective approach for security attacks 

based on machine learning algorithms. In International Conference on Advances in 

Computational Intelligence and Informatics (pp. 293-299). Singapore: Springer Singapore. 

58. Madhuri, N. S., Shailaja, K., Saha, D., Glory, K. B., & Sumithra, M. (2022). IOT integrated 

smart grid management system for effective energy management. Measurement: 

Sensors, 24, 100488. 

59. Shailaja, K., & Anuradha, B. (2017, October). Deep learning based adaptive linear 

collaborative discriminant regression classification for face recognition. In International 

Conference on Next Generation Computing Technologies (pp. 675-686). Singapore: Springer 

Singapore. 

60. Shailaja, K., & Anuradha, B. (2017). Improved face recognition using a modified PSO based 

self-weighted linear collaborative discriminant regression classification. J. Eng. Appl. Sci, 12, 

7234-7241. 

61. Sekhar, P. R., & Sujatha, B. (2020, July). A literature review on feature selection using 

evolutionary algorithms. In 2020 7th International Conference on Smart Structures and 

Systems (ICSSS) (pp. 1-8). IEEE. 

62. Sekhar, P. R., & Goud, S. (2024). Collaborative Learning Techniques in Python 

Programming: A Case Study with CSE Students at Anurag University. Journal of Engineering 

Education Transformations, 38. 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     11 

 

63. Sekhar, P. R., & Sujatha, B. (2023). Feature extraction and independent subset generation 

using genetic algorithm for improved classification. Int. J. Intell. Syst. Appl. Eng, 11, 503-512. 

64. Pesaramelli, R. S., & Sujatha, B. (2024, March). Principle correlated feature extraction using 

differential evolution for improved classification. In AIP Conference Proceedings (Vol. 2919, 

No. 1). AIP Publishing. 
65. Sharma, S., Vij, S., Praveen, R. V. S., Srinivasan, S., Yadav, D. K., & VS, R. K. (2024, October). 

Stress Prediction in Higher Education Students Using Psychometric Assessments and AOA-CNN-

XGBoost Models. In 2024 4th International Conference on Sustainable Expert Systems (ICSES) (pp. 

1631-1636). IEEE. 

66. Anuprathibha, T., Praveen, R. V. S., Sukumar, P., Suganthi, G., & Ravichandran, T. (2024, October). 

Enhancing Fake Review Detection: A Hierarchical Graph Attention Network Approach Using Text and 

Ratings. In 2024 Global Conference on Communications and Information Technologies (GCCIT) (pp. 

1-5). IEEE. 

67. Shinkar, A. R., Joshi, D., Praveen, R. V. S., Rajesh, Y., & Singh, D. (2024, December). Intelligent 

solar energy harvesting and management in IoT nodes using deep self-organizing maps. In 2024 

International Conference on Emerging Research in Computational Science (ICERCS) (pp. 1-6). IEEE. 

68. Praveen, R. V. S., Hemavathi, U., Sathya, R., Siddiq, A. A., Sanjay, M. G., & Gowdish, S. (2024, 

October). AI Powered Plant Identification and Plant Disease Classification System. In 2024 4th 

International Conference on Sustainable Expert Systems (ICSES) (pp. 1610-1616). IEEE. 

69. Dhivya, R., Sagili, S. R., Praveen, R. V. S., VamsiLala, P. N. V., Sangeetha, A., & Suchithra, B. (2024, 

December). Predictive Modelling of Osteoporosis using Machine Learning Algorithms. In 2024 4th 

International Conference on Ubiquitous Computing and Intelligent Information Systems (ICUIS) (pp. 

997-1002). IEEE. 

70. Kemmannu, P. K., Praveen, R. V. S., Saravanan, B., Amshavalli, M., & Banupriya, V. (2024, 

December). Enhancing Sustainable Agriculture Through Smart Architecture: An Adaptive Neuro-

Fuzzy Inference System with XGBoost Model. In 2024 International Conference on Sustainable 

Communication Networks and Application (ICSCNA) (pp. 724-730). IEEE. 

71. Praveen, R. V. S. (2024). Data Engineering for Modern Applications. Addition Publishing House. 
72. Sharma, T., Reddy, D. N., Kaur, C., Godla, S. R., Salini, R., Gopi, A., & Baker El-Ebiary, Y. A. 

(2024). Federated Convolutional Neural Networks for Predictive Analysis of Traumatic Brain 

Injury: Advancements in Decentralized Health Monitoring. International Journal of Advanced 

Computer Science & Applications, 15(4). 

73. JYOTHI, D., VIJAY, P. J., KUMAR, M. K., LAKSHMI, R. V., POPELO, O., MARHASOVA, V., 

... & KUMAR, D. V. (2025). DESIGN OF AN IMPROVED METHOD FOR INTRUSION 

DETECTION USING CNN, LSTM, AND BLOCK CHAIN. Journal of Theoretical and Applied 

Information Technology, 102(1). 

74. Saravanan, V., Sumalatha, A., Reddy, D. N., Ahamed, B. S., & Udayakumar, K. (2024, 

October). Exploring Decentralized Identity Verification Systems Using Blockchain Technology: 

Opportunities and Challenges. In 2024 5th IEEE Global Conference for Advancement in 

Technology (GCAT) (pp. 1-6). IEEE. 

75. GAVARRAJU, L. N. J., RAO, A. S., ANUSHA, R., REDDY, D. N., ANANTULA, J., & 

SURENDRA, D. (2024). INTEGRATING MULTIMODAL MEDICAL IMAGING DATA FOR 

ENHANCED BONE CANCER DETECTION: A DEEP LEARNING-BASED FEATURE 

FUSION APPROACH. Journal of Theoretical and Applied Information Technology, 102(18). 

76. Nimma, D., Rao, P. L., Ramesh, J. V. N., Dahan, F., Reddy, D. N., Selvakumar, V., ... & 

Jangir, P. (2025). Reinforcement Learning-Based Integrated Risk Aware Dynamic Treatment 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     12 

 

Strategy for Consumer-Centric Next-Gen Healthcare. IEEE Transactions on Consumer 

Electronics. 

77. Arockiam, J. M., Panhalkar, A. R., Bhosale, R. S., Kavitha, S., Reddy, D. N., & Kodali, S. 

(2025). Leveraging Gradient based Optimization based Unequal Clustering Algorithm for 

Hotspot Problem in Wireless Sensor Networks. Indonesian Journal of Electrical Engineering 

and Informatics (IJEEI), 13(1), 156-168. 

78. Pathipati, H., Ramisetti, L. N. B., Reddy, D. N., Pesaru, S., Balakrishna, M., & Anitha, T. 

(2025). Optimizing Cancer Detection: Swarm Algorithms Combined with Deep Learning in 

Colon and Lung Cancer using Biomedical Images. Diyala Journal of Engineering Sciences, 

91-102. 

79. REDDY, D. N., KADARU, B. B., SREENIVASULU, A., KANCHANA, R., JANGIR, P., & 

KUMAR, C. R. (2025). EFFICIENT OBJECT DETECTION IN AGRICULTURAL 

ENVIRONMENTS IMPLEMENTING COLOR FEATURES EXTREME LEARNING 

MACHINE. Journal of Theoretical and Applied Information Technology, 103(1). 

80. Padmaja, G., Pesaru, S., Reddy, D. N., Kumari, D. A., & Maram, S. P. (2025). Robust Vehicle 

Number Plate Text Recognition and Data Analysis Using Tesseract Ocr. In ITM Web of 

Conferences (Vol. 74, p. 01009). EDP Sciences. 

81. Reddy, K. V., Reddy, D. N., Balakrishna, M., Srividya, Y., & Pesaru, S. (2025). User Friendly 

and Efficient Mini Wallet for Sending Ethers. In ITM Web of Conferences (Vol. 74, p. 02008). 

EDP Sciences. 


