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Abstract The rapid adoption of chatbots by organizations to efficiently manage user queries has brought 

significant advancements, but it has also introduced new risks. Traditionally, before the integration of machine 

learning (ML) and artificial intelligence (AI), phishing prevention relied on manual techniques such as blacklists, 

rule-based filters, and heuristic analysis, which were often slow and insufficient against evolving threats. The 

primary issue was the manual nature of these systems, which struggled to keep up with the sophisticated tactics 

used by malicious entities, leading to the exploitation of chatbots for phishing attacks. This challenge highlighted 

the need for more intelligent and adaptive security measures. The objective of this research is to design, develop, 

and integrate a self-defensive chatbot capable of identifying and neutralizing phishing attempts by inspecting 

URLs embedded in user interactions. The motivation behind this study stems from the increasing incidents where 

chatbots are manipulated to deliver phishing links that, when clicked, install malicious software to steal sensitive 

data such as cookies and session passwords. This is particularly concerning for sectors like banking and finance, 

where compromised data can lead to significant user losses. The proposed system leverages machine learning 

algorithms, including Support Vector Machines (SVM), Random Forest, and Decision Tree, to create a robust 

model trained on the PHISH TANK URL dataset. This model can accurately distinguish between normal and 

malicious URLs in real-time, thereby enhancing the security of chatbot interactions. By evaluating each 

algorithm's performance through metrics such as accuracy, precision, recall, F-score, and confusion matrices, 

the system ensures optimal phishing detection capabilities. This integration is demonstrated through a dummy 

banking application where the chatbot processes user queries, employing natural language processing (NLP) 

techniques to extract and safeguard sensitive information. 

Keywords: Phishing Detection, Chatbot Security, Machine Learning, URL Classification, Natural Language 

Processing, Cybersecurity in Banking 

1. INTRODUCTION 

The rapid evolution of digital communication has revolutionized the way organizations interact with users, 

with chatbots emerging as one of the most transformative tools in customer service. These AI-driven 

conversational agents have enabled companies to handle high volumes of queries efficiently and cost-

effectively. However, this widespread adoption has also opened new avenues for cyber threats, particularly 

phishing attacks. Malicious actors are increasingly exploiting chatbot platforms to disseminate deceptive 

links that, when clicked, can lead to the installation of malware or the theft of sensitive information. This 

vulnerability is particularly alarming in high-stakes sectors such as banking, finance, and healthcare, where 

the compromise of confidential data can have far-reaching consequences. 

Before the integration of machine learning (ML) and artificial intelligence (AI), phishing detection primarily 

relied on traditional rule-based methods. These included blacklists, heuristic analysis, and manually curated 

filters that flagged suspicious content based on pre-defined criteria. While these techniques offered a basic 

level of protection, they lacked the adaptability and speed needed to counter modern phishing strategies. 

Cybercriminals continuously evolve their tactics to bypass static defenses, often exploiting newly registered 

domains, shortened URLs, and social engineering techniques. This has rendered many conventional systems 
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inadequate in keeping pace with emerging threats. As a result, there is a critical need for intelligent and 

adaptive systems capable of identifying and mitigating phishing attempts in real time. This research 

addresses that gap by proposing a self-defensive chatbot that integrates machine learning-based phishing 

detection mechanisms. The core objective of the system is to inspect URLs embedded within user 

interactions and accurately distinguish between legitimate and malicious links. This proactive approach not 

only enhances the chatbot’s ability to protect users but also helps organizations mitigate reputational damage 

and financial loss caused by phishing attacks. 

The foundation of the proposed system lies in the use of machine learning algorithms such as Support Vector 

Machine (SVM), Random Forest, and Decision Tree classifiers. These algorithms are trained on the PHISH 

TANK dataset—a comprehensive and widely used dataset containing both phishing and legitimate URLs. 

The training process involves feature extraction and classification, enabling the model to learn patterns and 

characteristics that distinguish safe URLs from malicious ones. Each algorithm is rigorously evaluated based 

on performance metrics such as accuracy, precision, recall, F1-score, and confusion matrix analysis to ensure 

optimal detection capabilities. Furthermore, the chatbot leverages natural language processing (NLP) 

techniques to comprehend user queries and extract relevant information, including embedded URLs. Upon 

identifying a URL in the conversation, the chatbot forwards it to the trained ML model for classification. If 

the link is flagged as malicious, the chatbot alerts the user and prevents the link from being accessed, thereby 

neutralizing the threat before it can cause harm. To demonstrate the real-world applicability of the system, 

a prototype is developed within a dummy banking application. In this simulated environment, users interact 

with a banking chatbot to perform routine operations such as checking account balances, initiating transfers, 

or reporting suspicious activity. The chatbot not only assists with these queries but also acts as a first line of 

defense against phishing links that may be sent to users under the guise of customer support or promotional 

offers. 

2. LITERATURE SURVEY 

Phishing attacks have become one of the most prevalent cybersecurity threats, especially with the 

increasing use of automated platforms like chatbots in customer service. As digital transformation 

accelerates, organizations increasingly rely on chatbots to handle large volumes of user interactions 

efficiently. However, this efficiency brings vulnerabilities that cybercriminals exploit to distribute 

phishing links and steal sensitive information. The literature reveals a shift from traditional phishing 

detection methods—such as heuristic analysis, blacklists, and rule-based filters—towards intelligent, 

data-driven systems powered by machine learning (ML) and natural language processing (NLP). 

Traditional techniques, while foundational, struggle to keep up with the dynamic and rapidly evolving 

nature of phishing strategies. For instance, blacklists require constant updates and fail to detect novel 

phishing URLs, while rule-based systems are rigid and often generate false positives. This inadequacy 

has fueled research into ML-based models that are capable of learning from data, adapting to new 

patterns, and making accurate classifications even with unseen phishing attempts. 

 

In their comprehensive analysis, Shahrivari et al. (2020) compared several machine learning algorithms, 

such as Decision Trees, Random Forests, and Support Vector Machines (SVM), using features extracted 

from phishing and legitimate URLs. Their results demonstrated that these models can achieve high 

detection accuracy when properly trained, indicating their potential for real-time URL inspection in 

chatbot systems. Such ML algorithms offer the advantage of scalability and adaptability, making them 

suitable for environments like financial chatbots, where real-time classification is critical to preventing 

user data breaches. Similarly, Khan et al. (2021) conducted a comparative evaluation of multiple ML 

classifiers and found Random Forest and Artificial Neural Networks to be particularly effective in 

phishing detection. Their research supports the integration of ensemble models in real-world 

applications, providing a strong foundation for implementing robust phishing defenses within chatbot 

platforms. 
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While URL features remain an essential aspect of phishing detection, recent studies have highlighted the 

growing importance of analyzing the textual content of phishing messages. Verma et al. (2019) 

emphasized the role of natural language processing (NLP) in phishing detection by examining the 

semantic and syntactic features of email content. Their research showed that linguistic indicators such as 

urgency, grammatical inconsistencies, and message tone are effective in identifying phishing attempts. 

For chatbots, which primarily operate through text-based interfaces, the ability to analyze conversational 

cues using NLP can enhance the detection of socially engineered phishing attacks. Expanding on this, 

Mittal et al. (2022) introduced the DARTH framework, which combines NLP with ML techniques to 

detect phishing emails with high accuracy. The modularity of their approach makes it suitable for chatbot 

integration, where message analysis can be performed in real time to protect users from malicious 

content. 

 

An emerging concern in phishing research is the misuse of AI-generated content to carry out phishing 

attacks. Roy et al. (2023) investigated how large language models (LLMs) such as GPT-4, Bard, and 

Claude can be used to create highly persuasive phishing messages. Their study demonstrated that such 

models, while beneficial in numerous domains, could also be weaponized to generate contextually 

relevant and grammatically flawless phishing content. This dual-use nature of AI poses a significant 

challenge to chatbot security, emphasizing the need for countermeasures capable of recognizing and 

neutralizing AI-generated threats. This research underscores the importance of proactive defenses—such 

as real-time detection models integrated into chatbot systems—that can identify phishing attempts based 

on linguistic patterns, message structure, and context, rather than static signatures. 

 

Explainability has become a crucial component in the deployment of AI-based phishing detection 

systems, particularly in sectors that demand transparency, such as finance and healthcare. Fajar et al. 

(2024) explored explainable AI (XAI) models like CatBoost, XGBoost, and Explainable Boosting 

Machines (EBMs), emphasizing the trade-off between performance and interpretability. Their findings 

suggest that these models not only provide high detection accuracy but also allow security analysts to 

understand why a particular link or message was flagged as phishing. This is especially useful in chatbot 

contexts, where false positives can disrupt the user experience and damage user trust. XAI integration 

ensures that chatbot security remains transparent, auditable, and compliant with data governance 

standards. 

 

While traditional ML models perform well with structured features such as URL components and textual 

cues, deep learning offers an opportunity to learn more abstract representations from raw data. Yerima 

and Alzaylaee (2020) introduced a deep learning approach using convolutional neural networks (CNNs) 

for phishing detection. Their CNN-based model achieved a high accuracy rate and proved effective in 

classifying phishing websites based on their visual and textual characteristics. Although deep learning 

models require more computational resources, they are particularly useful for detecting phishing 

websites that use obfuscation techniques or visually mimic legitimate pages. For advanced chatbot 

systems operating on rich content platforms, CNNs can be employed to scan and evaluate multimedia 

links shared during interactions. 

 

A broader perspective on phishing detection techniques was provided by Arshad et al. (2021), who 

conducted a systematic literature review of phishing and anti-phishing strategies. They categorized 

detection methods into three main types: blacklist-based, heuristic, and ML-based approaches, noting 

that ML-based systems offer the most promise due to their adaptability and learning capabilities. Their 

work highlights the growing consensus in the cybersecurity community that intelligent systems are 

essential for effective phishing prevention, especially as attackers continue to evolve. This aligns with 
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the chatbot application domain, where detection systems must be fast, adaptive, and capable of operating 

with limited context in real-time conversations. 

 

The importance of training models on diverse and regularly updated datasets was emphasized by 

Divakaran and Oest (2022), who discussed the need for robust data pipelines to ensure generalizability. 

Their review showed that models trained on outdated or biased datasets often fail to detect new phishing 

strategies. For chatbot-based systems, which may encounter novel attack vectors, continuous training 

and dataset enrichment are necessary to maintain detection effectiveness. Incorporating live data from 

phishing databases such as PHISH TANK ensures the model remains updated and relevant. 

 

Finally, Vadariya and Jadav (2021) reviewed the various AI techniques applied to phishing URL 

detection, including supervised learning, deep learning, and hybrid models. They emphasized the 

importance of URL analysis, noting that even simple lexical and structural features could yield strong 

predictive power when processed with appropriate algorithms. Their insights are directly applicable to 

chatbot systems, which frequently receive and process URLs during user interactions. 

3. PROPOSED SYSTEM 

 

The proposed system aims to address the limitations of traditional phishing prevention methods by 

leveraging machine learning algorithms to create an intelligent and adaptive security framework for 

chatbots. The system will utilize algorithms such as Support Vector Machines (SVM), Random Forest, 

and Decision Tree, which are trained on the PHISH TANK URL dataset to accurately identify and 

neutralize phishing attempts in real-time. Research papers such as "PhishNet: Predictive Blacklisting for 

Phishing Detection" and "Deep Learning-Based Phishing URL Detection" provide foundational insights 

into the application of these machine learning techniques for enhancing cybersecurity. By implementing 

these algorithms, the proposed system will continuously learn from new phishing attempts, improving 

its detection accuracy and adaptability over time. 

Real-Time Need for This Project 

In today’s digital landscape, where chatbots are becoming integral to customer service and support, the 

need for robust security measures is more pressing than ever. Phishing attacks are growing in frequency 

and sophistication, posing a significant threat to both users and organizations. A real-time, adaptive 

system that can detect and neutralize phishing attempts in chatbot interactions is essential to protect 

sensitive user data and maintain trust in digital communication platforms. This project addresses this 

critical need by developing a security framework that can respond to the ever-evolving nature of cyber 

threats, ensuring the safety and security of chatbot users. 

 

Application of the Project 

This project has wide-ranging applications across various industries. In banking and finance, the system 

can be integrated into chatbots to secure customer interactions, preventing phishing attacks that could 

lead to financial loss. In e-commerce, the system can protect users from malicious links embedded in 

customer service chats, ensuring a safe shopping experience. In healthcare, the system can safeguard 

patient data by securing chatbot conversations used for appointment scheduling and consultations. 

Additionally, this system can be deployed in educational institutions to protect students from phishing 

attempts in online learning platforms, and in government services to secure interactions in citizen service 

chatbots. By integrating this security framework into various sectors, organizations can significantly 

reduce the risk of phishing attacks and enhance the overall security of their digital communication 

channels. 

Implementation 

Django with Machine Learning 
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Overview: Integrating machine learning with Django enables the development of powerful web 

applications that leverage predictive analytics and intelligent decision-making capabilities. Django, a 

high-level Python web framework, provides a robust environment for building and managing web 

applications, while machine learning models can enhance these applications with advanced data 

processing and prediction features. By combining Django’s ease of use with machine learning’s 

predictive power, developers can create dynamic and responsive systems that can analyze data, make 

predictions, and automate tasks based on learned patterns. This integration typically involves training 

machine learning models using libraries such as Scikit-Learn, TensorFlow, or PyTorch, and deploying 

them within Django’s architecture to serve real-time predictions through web interfaces. 

1. Model Development: Develop and train machine learning models using Python libraries. This 

involves data collection, preprocessing, model selection, training, and evaluation. The trained model is 

then serialized (saved) using tools like pickle or joblib for later use. 

2. Django Integration: 

o Create a Django Project: Set up a new Django project and application. Configure the project settings 

and database connections. 

o Develop Views and URLs: Create Django views to handle requests, process input data, and call the 

machine learning model for predictions. Define URLs to route requests to the appropriate views. 

o Load the Model: In the Django views, load the serialized machine learning model and use it to make 

predictions based on user input. 

o Handle Data: Implement forms or API endpoints in Django to capture user input, preprocess it as 

needed, and pass it to the machine learning model. 

o Display Results: Render the prediction results on web pages or provide them through APIs. 

 

3. Deployment: Deploy the Django application with integrated machine learning models to a production 

server. Ensure that the server environment supports Python and the required machine learning libraries. 

ML Model Building 

Building a machine learning model involves a systematic process that starts with clearly defining the 

problem and translating it into a specific task, such as classification or regression. This is followed by 

gathering relevant data from various sources while ensuring privacy and ethical considerations. Data is 

then preprocessed by cleaning, transforming, and splitting it into training, validation, and test sets. 

Choosing the appropriate algorithm and tools is crucial for model training, which involves fitting the 

model to the data, tuning hyperparameters, and validating performance. The model is then evaluated 

using validating performance. The model is then evaluated using metrics and cross-validation, tested on 

unseen data, and deployed into a production environment. Continuous monitoring documentation, and 

maintenance are essential to ensure ongoing accuracy, with feedback used to iteratively improve the 

model over time. 

 

 

                                                  RESULT & DISCUSION 

The homepage of the application features a clean and user-friendly design that welcomes visitors with a 

combination of visual and textual elements. At the top of the page, a navigation bar provides quick access to 

essential sections, including links to Home, User Login, and Signup. This allows users to easily navigate the site, 

whether they are returning users looking to log in or new visitors wanting to create an account. Below the 

navigation bar, a prominent image captures attention and sets the tone for the site's theme. Accompanying the 

image is a content section that offers an introductory overview, providing visitors with insights into the website's 

purpose, features, or services. This layout ensures a balanced presentation of information and aesthetics, making 

the homepage both informative and visually appealing. 
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Fig 1: Home Page 

 

 
Fig2: Login Page 

 

The objective of this study was to develop and evaluate a machine learning-based phishing detection system 

integrated into a chatbot, capable of identifying malicious URLs in real-time during user interactions. To achieve 

this, a dataset was sourced from PHISH TANK, comprising a balanced collection of verified phishing and 

legitimate URLs. Feature extraction focused on characteristics such as URL length, presence of special characters 

(like @, //, and -), the use of HTTPS, number of subdomains, domain age, and presence in a blacklist. These 

features were chosen based on their relevance in prior studies and their effectiveness in distinguishing between 

phishing and legitimate URLs. 
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Three prominent machine learning models—Support Vector Machine (SVM), Random Forest (RF), and 

Decision Tree (DT)—were trained and tested using this dataset. A standard 80-20 train-test split was applied, and 

performance metrics such as accuracy, precision, recall, F1-score, and confusion matrix were used to evaluate 

and compare the models. 

Model Performance Comparison 

 Random Forest achieved the highest performance among the three, with an accuracy of 97.4%, 

precision of 96.8%, recall of 98.1%, and F1-score of 97.4%. The confusion matrix revealed a low false 

positive rate, indicating the model’s strong ability to correctly classify legitimate URLs while accurately 

identifying phishing URLs. 

 Support Vector Machine (SVM) followed closely, achieving an accuracy of 94.2%, with precision 

and recall both above 93%. The SVM model performed well in general but showed slightly higher false 

negatives compared to RF, meaning a few phishing URLs were incorrectly classified as safe. 

 Decision Tree performed comparatively lower, with an accuracy of 91.3%, and more noticeable 

performance degradation when tested on unseen data. It tended to overfit the training data, as evidenced 

by its high variance. Nonetheless, it still presented an acceptable baseline for simpler deployments. 

These results demonstrate that ensemble-based methods like Random Forest offer higher reliability and 

generalization capabilities for phishing detection, making them the most suitable model for integration into a real-

time chatbot system. 

 

 
Fig 3: Confusion Matrix 

 

Integration with Chatbot and Real-Time Testing 

The best-performing model (Random Forest) was integrated into a dummy banking chatbot application 

developed using Python and an NLP toolkit (e.g., spaCy or NLTK). The chatbot was trained to process user 

queries, extract embedded URLs using NLP parsing, and evaluate them through the ML model before responding. 

Real-time testing was conducted through simulated user sessions in which both benign and phishing URLs were 

sent to the chatbot. The results confirmed that the system could identify and block malicious URLs with high 

precision. Users attempting to submit a phishing URL received a warning message, and the URL was blocked 

from further processing, demonstrating a successful real-time defensive capability. 

Natural Language Processing Role 

NLP played a critical role in extracting URLs and context from user input. Besides basic tokenization and entity 

recognition, the chatbot was designed to detect intent and flag suspicious language patterns (e.g., urgency, reward-

based messages). While the core classification depended on the URL model, NLP added an extra semantic layer 
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that could be leveraged in future versions to detect phishing attempts even without URLs—such as messages 

requesting passwords or financial data directly. 

Discussion of Strengths 

The study showcased several strengths: 

 High Accuracy and Real-Time Capability: The Random Forest model not only provided high 

predictive performance but also operated efficiently within the chatbot application with minimal latency. 

 Scalable and Adaptable System: The architecture allows easy retraining with updated data, ensuring 

that the system remains effective against evolving phishing techniques. 

 Multi-Layered Defense: The integration of NLP with URL classification enhances the robustness of the 

system, providing dual-level analysis—both semantic and structural. 

 

CONCLUSION 

The increasing reliance on chatbot systems for user engagement across industries has significantly improved 

service efficiency but has also introduced new cybersecurity risks, particularly phishing attacks. This research 

addressed the growing concern of phishing links being propagated through chatbot conversations by designing 

and implementing a self-defensive chatbot integrated with machine learning-based phishing detection. Using a 

dataset sourced from PHISH TANK, three machine learning models—Support Vector Machine (SVM), Decision 

Tree (DT), and Random Forest (RF)—were trained to classify URLs as either phishing or legitimate. Among 

these, the Random Forest model demonstrated superior performance, achieving the highest accuracy, precision, 

recall, and F1-score. Its low false-positive and false-negative rates made it the most suitable for real-time 

deployment. 

The phishing detection model was embedded into a dummy banking chatbot, with Natural Language Processing 

(NLP) techniques used to extract URLs and relevant context from user queries. This allowed the chatbot to analyze 

incoming messages dynamically and block suspicious links before further interaction, providing an effective layer 

of real-time defense. 

The study demonstrates that integrating intelligent phishing detection within chatbot platforms is both feasible 

and effective. It also highlights the importance of combining structural URL analysis with contextual 

understanding via NLP for comprehensive threat mitigation. Although the system performed well, certain 

limitations, such as difficulty handling obfuscated URLs and the need for continuous model updates, suggest areas 

for future enhancement. 

In conclusion, this research provides a practical and scalable approach to securing chatbot interactions, especially 

in high-risk sectors like banking. The findings pave the way for developing more sophisticated, self-learning 

chatbot systems capable of adapting to evolving phishing strategies, thereby safeguarding users and maintaining 

trust in automated digital communication platforms. 
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