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Abstract: India is home to a remarkable diversity of plant species, many of which have been integral to 
Ayurvedic medicine for centuries. However, despite their vast usage in traditional healthcare, these medicinal 
plants face significant challenges in terms of accurate identification. Misidentification is common due to the 
morphological similarities between different species, the high demand for specific plants, and the increasing 
pressure on endangered species. These issues often lead to adulteration and substitution, which can have 
detrimental effects on the efficacy and safety of medicinal treatments. One of the most pressing concerns is the 
limited knowledge regarding plant species, which exacerbates the issue of misidentification. While traditional 

methods of plant identification are based primarily on human expertise and morphological analysis, they are not 
always reliable or efficient, especially when there are many similar-looking species or when plant parts are dried 
or processed. To address these challenges, this paper proposes a cutting-edge solution leveraging modern 
computer vision techniques, specifically Convolutional Neural Networks (CNNs), to identify medicinal plants 
accurately and efficiently. CNNs, a subset of deep learning algorithms, have demonstrated impressive 
performance in image recognition tasks due to their ability to learn hierarchical features from raw pixel data. 
However, despite the growing use of computer vision for plant identification, existing models often fall short in 
terms of generalization across different plant species, particularly those with varying morphological features. To 

overcome this limitation, our study presents an innovative application that utilizes a range of deep learning 
architectures, including MobileNet, EfficientNet, and InceptionNet, to classify and identify 10 specific medicinal 
plants. These architectures are chosen for their ability to process complex and diverse plant images with high 
efficiency. The model outperforms other CNN models trained in our experiments based on key evaluation 
metrics such as accuracy, precision, recall, and F1 score. Additionally, our system boasts minimal inference 
time, making it suitable for real-time plant identification. This is achieved by incorporating advanced techniques 
such as data augmentation to improve model robustness and regularization methods like dropout to prevent 
overfitting. The emphasis on a data-centric approach ensures that the model can generalize well, even when 

trained on a diverse dataset of plant images. Ultimately, this study highlights the potential of computer vision in 
solving the critical issue of medicinal plant misidentification, offering a powerful tool for researchers, herbalists, 
and others involved in plant-based medicine. 

Keywords: Deep Learning, Convolutional Neural Networks, Medicinal Plant Identification, Data 

Augmentation, Regularization. 

1. INTRODUCTION 

Crime prediction has emerged as a vital tool in modern policing, helping law enforcement agencies 

predict, prevent, and manage crime in urban areas. As cities continue to grow and become more complex, 

the ability to understand and forecast criminal activity has never been more crucial. Accurately predicting 

criminal occurrences allows law enforcement to allocate resources efficiently, prioritize high-risk areas, 

and implement preventive measures before crimes occur. The advancement of data analytics and 

machine learning technologies has opened new avenues for crime prediction, offering tools that can 

analyze vast amounts of data quickly and identify patterns that would otherwise be difficult to detect. 

While traditional methods of crime analysis relied heavily on historical data, statistical modeling, and 

expert judgment, machine learning has revolutionized crime prediction by leveraging large datasets to 

generate actionable insights. 
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India, known for its rich and diverse biodiversity, is home to a plethora of medicinal plants that have 

been used in Ayurvedic medicine for thousands of years. These plants are revered for their therapeutic 

properties and are integral to the traditional healing systems practiced across the country. Medicinal 

plants such as Ashwagandha, Brahmi, Tulsi, and Aloe Vera have long been part of the cultural and 

medicinal heritage of India, often serving as natural remedies for a wide range of ailments. However, the 

cultivation, use, and trade of these plants face significant challenges that impact their authenticity, 

quality, and availability. A primary concern is the misidentification of medicinal plants, which can lead 

to adulteration, substitution, and even pose health risks. The misidentification of plants is particularly 

troublesome because of the morphological similarities between different species, the presence of 

endangered species in high demand, and the increasing complexity of global trade networks. 

 

The problem of misidentification is not unique to India, but it is a particularly acute issue given the 

country's diverse flora, with thousands of plant species used for medicinal purposes. In many cases, plant 

species that appear similar in shape, color, and size may possess entirely different chemical compositions 

and therapeutic effects. This makes visual identification based solely on morphological features 

challenging for even the most experienced botanists and herbalists. For instance, several species of plants 

belonging to the same family may have leaves, flowers, or fruits that are difficult to differentiate, leading 

to inadvertent substitutions. This can be dangerous, as some plants, when wrongly identified, may cause 

toxicity or have adverse effects when consumed. 

 

Moreover, the high demand for certain medicinal plants has led to overharvesting and depletion of natural 

resources, especially for endangered species. Over-exploitation has intensified the problem of 

adulteration, where rare or endangered plants are replaced with more common, less potent alternatives. 

This practice not only compromises the therapeutic value of traditional remedies but also undermines the 

trust in herbal medicine. Adulteration often occurs in the supply chain, where plants are harvested, 

processed, and sold in bulk to manufacturers or suppliers. The lack of effective monitoring and quality 

control at various stages of the supply chain contributes to the spread of fraudulent plant materials. 

 

Given the increasing globalization of the herbal medicine market, addressing the issues of 

misidentification and adulteration is becoming more urgent. Traditional methods of plant identification 

rely on the expertise of botanists, herbalists, and taxonomists, but these methods have limitations. Many 

of these experts rely on field guides and physical characteristics such as leaf shape, flower structure, and 

root characteristics to identify plants. However, these characteristics can change depending on the plant's 

stage of growth, environmental conditions, and processing methods. Furthermore, the sheer diversity of 

plant species, especially in biodiverse countries like India, makes it practically impossible for even the 

most skilled individuals to identify every plant with complete accuracy. Consequently, the risk of 

misidentification remains high, and there is a pressing need for more reliable and efficient identification 

techniques. 

 

The advent of modern technologies such as computer vision and artificial intelligence (AI) offers a 

promising solution to the challenges of plant identification. Computer vision, a subfield of AI, focuses 

on enabling computers to interpret and understand visual information from the world, much like humans 

do. Deep learning techniques, particularly Convolutional Neural Networks (CNNs), have emerged as 

powerful tools in image recognition tasks. CNNs have revolutionized computer vision by automating the 

process of feature extraction, allowing for the identification of intricate patterns and characteristics in 

images without the need for manual intervention. In the context of plant identification, CNNs can be 

trained to recognize the subtle differences between plant species, even those with similar morphological 

features, by learning from large datasets of labeled plant images. 
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One of the key advantages of using CNNs for plant identification is their ability to process vast amounts 

of data and recognize complex patterns that may not be immediately apparent to the human eye. In this 

approach, plant images are input into the network, which learns the features necessary for classification. 

Once trained, the network can accurately predict the species of a plant based on visual characteristics 

such as leaf shape, color, texture, and other morphological attributes. This automated approach can 

significantly reduce the chances of misidentification and is particularly useful in environments where 

human expertise is limited or where rapid identification is required. 

 

The use of CNNs for medicinal plant identification is not a new concept, but many of the existing 

applications often struggle with accurately generalizing across a wide range of plant species, especially 

those with diverse morphological features. These models may work well for identifying certain species 

but may fail when faced with plants that have subtle variations in their appearance or those that are 

processed in different forms (e.g., dried vs. fresh). Additionally, most existing models lack specific 

tailoring for medicinal plants, which are often cultivated and harvested in varied environments and 

conditions. Thus, there is a need for more robust and accurate systems that are specifically designed to 

handle the diverse range of medicinal plants with varying morphological features. 

 

This paper aims to address the challenges of limited species knowledge and misidentification by 

proposing a computer vision application based on deep learning using CNNs. The primary objective is 

to create an application capable of accurately identifying a set of medicinal plants by leveraging advanced 

deep learning architectures. Our approach integrates multiple CNN models, including MobileNet, 

EfficientNet, and InceptionNet, to tackle the problem of plant identification with high precision and 

reliability. These models are selected for their proven performance in image recognition tasks and their 

ability to work efficiently with relatively small datasets, making them well-suited for the task of 

medicinal plant identification. 

 

In this study, we focus on the identification of 10 medicinal plant species, carefully selected for their 

importance in traditional medicine and their susceptibility to misidentification. By incorporating a data-

centric approach, we ensure that the model is trained on a diverse and representative dataset, 

encompassing various morphological features of these plants. We also employ techniques such as data 

augmentation to expand the dataset and prevent overfitting, and regularization methods like dropout to 

improve the model's generalization ability. Through these methods, our model is able to achieve high 

accuracy in identifying medicinal plants, outperforming other CNN models trained for this task. 

 

The proposed system has several potential applications. It can serve as a tool for herbalists, researchers, 

and law enforcement agencies working to ensure the authenticity of medicinal plants in the market. 

Moreover, it can be integrated into mobile applications, allowing users to easily identify plants in the 

field or during the harvesting process. The model's ability to identify plants based on photographs can 

streamline the process of plant identification, reducing the dependency on expert knowledge and making 

the identification process faster and more accessible. 

 

In conclusion, the misidentification and adulteration of medicinal plants are pressing issues that affect 

the quality and safety of traditional medicine. This paper proposes a computer vision-based solution 

using advanced deep learning techniques to address these challenges. By leveraging CNNs and 

incorporating a data-centric approach, we aim to create a robust system capable of accurately identifying 

medicinal plants and preventing misidentification. This system has the potential to enhance the reliability 

of herbal medicine, ensure the authenticity of plant-based products, and contribute to the conservation 

of valuable plant 

 

2. LITERATURE SURVEY 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     4 

 

India has a rich diversity of medicinal plants that have been used for centuries in traditional medicine 

systems such as Ayurveda, Siddha, and Unani. These plants possess numerous therapeutic properties and 

have been an integral part of the healing practices in the country. However, the rapid urbanization and 

commercialization of herbal medicine have brought about various challenges, one of the most significant 

being the misidentification and adulteration of medicinal plants. This issue not only diminishes the 

quality of herbal remedies but also poses risks to public health and disrupts the global herbal medicine 

market. Accurate identification of medicinal plants is critical to ensuring the authenticity and safety of 

herbal products, and this can be achieved through the adoption of modern technologies, particularly deep 

learning techniques in computer vision. 

 

The Challenge of Medicinal Plant Identification 

The primary challenge in identifying medicinal plants lies in the vast diversity of plant species and their 

morphological similarities. Different species within the same family or genus may look remarkably 

similar, making it difficult to differentiate between them based solely on visual characteristics. This issue 

is compounded when the plants are processed, dried, or powdered, as these processes often alter the 

appearance of the plant material. Furthermore, misidentification can lead to adulteration, where one plant 

is substituted for another, more common or cheaper species with similar morphological features. Such 

substitution is particularly prevalent in the global herbal market, which often lacks proper quality control 

and standardized methods for plant identification. 

 

For example, several plants used for medicinal purposes, such as those belonging to the Zingiberaceae 

or Lamiaceae families, may appear nearly identical when dried. This makes them vulnerable to 

fraudulent practices, which undermine the efficacy and safety of traditional medicine. Additionally, the 

limited availability of taxonomists and trained botanists, especially in rural areas, further exacerbates the 

issue. Therefore, there is a need for a reliable, efficient, and accessible method for plant identification 

that can mitigate the risks of misidentification and adulteration. 

 

Role of Computer Vision in Plant Identification 

In recent years, computer vision, particularly the use of Convolutional Neural Networks (CNNs), has 

emerged as a powerful tool in the field of plant identification. Computer vision involves the use of 

algorithms to enable machines to interpret and understand visual information from the world, such as 

images or videos. Deep learning techniques, especially CNNs, have shown impressive results in image 

recognition tasks due to their ability to automatically learn features from raw image data, without the 

need for handcrafted feature extraction methods. CNNs have been widely applied in fields such as 

medical image analysis, facial recognition, and autonomous driving, and now, they are being utilized for 

plant species identification. 

 

CNNs excel at handling large volumes of data and learning hierarchical patterns at different levels, 

making them particularly well-suited for recognizing subtle features in plant images that might be 

overlooked by human experts. The architecture of CNNs consists of multiple layers, including 

convolutional layers, pooling layers, and fully connected layers, which enable the network to learn 

complex patterns and features. In the context of plant identification, CNNs can analyze images of plant 

parts such as leaves, flowers, stems, and roots to extract distinguishing features and classify them 

accurately. 

 

Deep Learning Models for Medicinal Plant Identification 

Various deep learning models have been applied to plant identification, each offering unique strengths 

and capabilities. Among these, three notable models—MobileNet, EfficientNet, and InceptionNet—have 

gained popularity due to their accuracy, efficiency, and ability to handle complex datasets with varying 

plant features. 
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1. MobileNet: MobileNet is a lightweight CNN model designed for mobile and edge computing 

devices. It uses depthwise separable convolutions to reduce the number of parameters and 

computation required for training and inference. This makes MobileNet highly efficient while 

maintaining reasonable accuracy. In plant identification, MobileNet is ideal for real-time 

applications where computational resources are limited, such as mobile apps for plant 

recognition in the field. 

2. EfficientNet: EfficientNet is a family of CNN models that aims to achieve high accuracy with 

fewer parameters by using a compound scaling method. By scaling up the depth, width, and 

resolution of the network in a balanced way, EfficientNet achieves state-of-the-art performance 

with significantly reduced computational cost. For medicinal plant identification, EfficientNet 

can be trained on large and diverse plant image datasets, offering a good balance between 

accuracy and efficiency. 

3. InceptionNet: InceptionNet, also known as GoogLeNet, utilizes a unique architecture where 

multiple types of convolutional filters are applied in parallel at each layer. This allows the model 

to capture features at different scales and resolutions, making it highly effective for identifying 

plants with varying shapes, sizes, and structures. InceptionNet’s ability to handle complex plant 

images makes it a suitable model for identifying medicinal plants with diverse morphological 

features. 

These CNN architectures, when applied to medicinal plant identification, help overcome the challenges 

associated with traditional methods. By processing large datasets of plant images and learning the 

distinguishing features of each species, these models can provide accurate and reliable plant 

classifications. Furthermore, they can be trained to identify a wide range of plant species, including those 

that are rare or endangered, contributing to the conservation of medicinal plants. 

 

Data-Centric Approach and Model Optimization 

To achieve optimal performance in plant identification, a data-centric approach is essential. This involves 

the use of large and diverse datasets that cover a wide range of plant species and morphological features. 

Datasets must include high-quality images of plant leaves, flowers, fruits, and other parts, captured under 

varying conditions such as different lighting, angles, and backgrounds. Data augmentation techniques, 

such as rotating, flipping, and scaling images, can be employed to increase the diversity of the training 

set and prevent overfitting. Regularization techniques, such as dropout, can also be applied to improve 

model generalization and prevent the model from becoming overly complex. 

 

For medicinal plant identification, it is crucial to have labeled datasets with accurate species annotations. 

Data labeling is often the most time-consuming and resource-intensive part of the process, as it requires 

expert knowledge. However, once a comprehensive dataset is available, CNNs can be trained to 

recognize patterns and relationships in the data, enabling them to accurately classify new plant images. 

Additionally, the inference time of the model must be minimized for real-time applications. This can be 

achieved by optimizing the model’s architecture and reducing the number of parameters without 

compromising accuracy. Techniques such as pruning, quantization, and model compression can be 

employed to make the model more efficient and suitable for deployment on mobile devices or low-

resource environments. 

Potential Applications and Future Directions 

The application of deep learning in medicinal plant identification offers numerous benefits and 

opportunities. One of the most significant advantages is its potential to provide accurate and rapid plant 

identification, which is essential for ensuring the authenticity and quality of medicinal plants in the 

marketplace. By using a computer vision-based system, herbalists, farmers, and traders can verify the 

identity of medicinal plants before they are used in traditional remedies or commercial products. 
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Moreover, deep learning models can help preserve endangered plant species by monitoring their 

population and preventing overharvesting. By accurately identifying plants in the wild, conservationists 

can track the distribution and abundance of medicinal plants, helping to protect species that are at risk of 

extinction. 

In the future, further advancements in deep learning techniques, such as the use of Transformer-based 

models or hybrid models combining CNNs and recurrent neural networks (RNNs), could further improve 

plant identification systems. Additionally, the integration of other modalities, such as infrared imaging 

or multispectral data, could enhance the model's ability to identify plants in various environmental 

conditions, including under low light or in dense vegetation. 

 

The identification of medicinal plants is a critical task that has far-reaching implications for traditional 

medicine, conservation, and the herbal industry. Deep learning techniques, particularly Convolutional 

Neural Networks (CNNs), offer a promising solution to the challenges of plant misidentification and 

adulteration. By leveraging powerful deep learning architectures such as MobileNet, EfficientNet, and 

InceptionNet, it is possible to develop robust systems for plant identification that can accurately classify 

medicinal plants based on their visual features. Through data augmentation, regularization, and 

optimization techniques, these models can be trained to handle large and diverse plant datasets, providing 

reliable and efficient plant identification systems. With continued advancements in AI and computer 

vision, these systems will play a crucial role in safeguarding the authenticity of medicinal plants and 

promoting sustainable herbal practices. 

 

                                                 PROPOSED SYSTEM 

The proposed crime detection system utilizing K-Means clustering has been designed to detect 

crime hotspots and predict future criminal activity based on historical data. To evaluate the 

performance of the system, we conducted several experiments with crime data from urban regions, 

which were preprocessed to incorporate spatial, temporal, and environmental features. The results 

from these experiments demonstrated the effectiveness of K-Means clustering in identifying crime 

hotspots and predicting trends, as well as the challenges and limitations of the method when applied 

to crime prediction tasks. This section provides a detailed discussion of the results obtained and 
their implications for crime prevention and resource allocation. 

The proposed system for medicinal plant identification utilizes state-of-the-art deep learning 

techniques, particularly Convolutional Neural Networks (CNNs), to address the challenges 

associated with the misidentification and adulteration of medicinal plants. The system is designed 

to accurately identify and classify a wide range of medicinal plants based on their morphological 

features, which is essential in ensuring the authenticity and safety of plant-based remedies. This 

system aims to provide a robust and reliable tool that can be used by herbalists, researchers, 
conservationists, and the herbal industry at large. Below is a detailed explanation of the 
architecture, components, and functionality of the proposed system. 

1. System Overview 

The system's primary objective is to identify medicinal plants with high accuracy using deep 

learning techniques, especially CNN architectures such as MobileNet, EfficientNet, and 

InceptionNet. It is intended to cater to both field and research applications, making plant 

identification accessible on mobile devices as well as on more computationally powerful systems 

for large-scale plant recognition tasks. The system is designed to handle real-time plant 

identification and is optimized to work with varying environmental conditions, such as changes in 
lighting, background, and scale. 
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2. System Architecture 

The architecture of the proposed system can be broken down into the following main components: 

 Data Collection and Preprocessing: A large dataset of high-quality plant images forms the 

foundation of the system. These images are collected from a variety of sources, including botanical 

gardens, field studies, and online plant databases. The images are preprocessed to standardize the 

size and format, remove noise, and enhance the image quality. Preprocessing steps such as image 

normalization, color space conversion, and contrast enhancement are applied to improve the image 
features and ensure consistency across the dataset. 

 Data Augmentation: To overcome the limitations posed by the availability of labeled data, data 

augmentation techniques are used. These include random rotations, scaling, flipping, cropping, and 

changing the brightness of the images. By artificially increasing the size and diversity of the dataset, 
the model is less likely to overfit and can generalize better on unseen data. 

 Deep Learning Model: The core of the system is a Convolutional Neural Network (CNN), which 

is responsible for feature extraction and classification. Several CNN architectures are experimented 
with, including: 

o MobileNet: MobileNet is a lightweight CNN architecture designed to work efficiently on 
mobile and embedded devices. The model is optimized for lower computational cost while 

still providing reasonable accuracy. It uses depthwise separable convolutions to reduce the 

number of parameters, making it well-suited for applications where real-time plant 
identification is required. 

o EfficientNet: EfficientNet is a family of CNN architectures designed to achieve high 

accuracy while minimizing computational resources. It uses a compound scaling method 
that balances the depth, width, and resolution of the network. This architecture allows the 

model to scale well with large datasets, making it suitable for plant identification tasks 
that require high accuracy. 

o InceptionNet: InceptionNet is a deeper CNN model that employs parallel convolutions 

with different kernel sizes at each layer. This allows the model to capture features at 
multiple scales and improve accuracy when classifying plants with varying shapes and 

structures. The InceptionNet’s parallel convolutional filters are particularly useful for 
identifying plants that may have subtle or complex morphological differences. 

 Training the Model: The model is trained using a labeled dataset containing images of medicinal 

plants. Each plant species in the dataset is assigned a unique label. During the training phase, the 

CNN learns to associate the patterns in the input images with the correct labels. Training is carried 
out using a large set of labeled data, employing techniques such as stochastic gradient descent 

(SGD) with backpropagation to optimize the model’s weights. The loss function typically used is 
categorical cross-entropy, which is minimized during the training process. 

 Model Evaluation: Once the model is trained, it is evaluated on a separate validation dataset to 

assess its performance. Key evaluation metrics include accuracy, precision, recall, and F1 score. 

These metrics help determine how well the model generalizes to new, unseen data. Additionally, 
the model’s inference time is measured to ensure that it can provide real-time plant identification, 
especially in mobile applications. 
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3. Key Features of the Proposed System 

a. High Accuracy 

One of the primary objectives of the system is to achieve high accuracy in identifying medicinal 

plants. By using deep learning models, particularly CNNs, the system is capable of learning and 

recognizing intricate features in the plant images. These features can include leaf shape, vein 

patterns, flower structure, and other morphological characteristics that are critical for distinguishing 

between plant species. The system’s ability to learn hierarchical patterns in the images ensures that 

even subtle differences between plant species can be recognized, reducing the risk of 
misidentification. 

 

b. Real-Time Identification 

Real-time plant identification is a key feature of the proposed system, particularly for field 

applications. The use of efficient deep learning models such as MobileNet ensures that the system 
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can deliver fast predictions with minimal latency, even on devices with limited computational 

resources, such as smartphones and tablets. For users in remote areas or those working in the field, 
this real-time capability is essential for quick plant identification. 

c. Mobile Compatibility 

Given the widespread use of smartphones and tablets in the field, the proposed system is designed 

to be mobile-friendly. The mobile application leverages the MobileNet model due to its low 

computational cost and small model size, making it suitable for deployment on mobile devices with 

limited processing power. This ensures that users can access the plant identification tool without 
needing specialized hardware or infrastructure. 

d. Data Augmentation and Regularization 

To maximize the performance of the deep learning models, the system incorporates data 

augmentation and regularization techniques. These techniques help mitigate the overfitting 

problem, where the model becomes too tailored to the training data and performs poorly on new, 

unseen data. Data augmentation increases the variability of the training data, while regularization 

methods like dropout ensure that the model generalizes well across different plant species and 
environments. 

e. Scalability 

The system is designed to be scalable, meaning it can handle an increasing number of plant species 

and images. The deep learning models are capable of incorporating new plant species into the 

dataset as more images are collected. The system’s modular design allows for easy addition of new 
models or features, ensuring that it remains relevant as the dataset grows. 

4. Integration with Other Systems 

In addition to identifying medicinal plants, the proposed system can be integrated with other 

environmental or geographic information systems (GIS). For example, when a plant is identified, 

the system can pull information about the plant’s medicinal properties, habitat, and conservation 

status. This data can be used by researchers, conservationists, or herbalists to make more informed 
decisions regarding the plant's usage and sustainability. 

RESULT & DISCUSION 

The proposed crime detection system utilizing K-Means clustering has been designed to detect 
crime hotspots and predict future criminal activity based on historical data. To evaluate the 

performance of the system, we conducted several experiments with crime data from urban regions, 

which were preprocessed to incorporate spatial, temporal, and environmental features. The results 

from these experiments demonstrated the effectiveness of K-Means clustering in identifying crime 

hotspots and predicting trends, as well as the challenges and limitations of the method when applied 

to crime prediction tasks. This section provides a detailed discussion of the results obtained and 
their implications for crime prevention and resource allocation. 

The proposed system for medicinal plant identification using deep learning models was tested 

extensively with a diverse dataset consisting of 10 different medicinal plant species, each 

represented by images captured under various conditions such as different lighting, angles, and 
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backgrounds. The system was trained and evaluated using different convolutional neural network 

(CNN) architectures, including MobileNet, EfficientNet, and InceptionNet. In this section, we 

discuss the results obtained from each model in terms of accuracy, precision, recall, F1 score, and 
inference time, as well as the system's ability to handle real-time identification. 

1. Model Performance Evaluation 

The performance of each deep learning model was evaluated using standard classification metrics: 

accuracy, precision, recall, and F1 score. These metrics provide a comprehensive view of how well 
the system is able to distinguish between different plant species and classify them correctly. 

 Accuracy: Accuracy is the proportion of correctly predicted instances out of the total instances. It 

provides a general measure of the model’s performance but does not account for class imbalances 

or misclassification penalties. In the case of the medicinal plant identification system, the accuracy 

of each model was calculated based on the number of correct predictions made across all test 
samples. 

o MobileNet achieved an accuracy of 92.5%, making it an efficient model for plant 

identification. Despite its lightweight nature, MobileNet showed strong performance, 
especially in mobile devices, where computational resources are limited. 

o EfficientNet, known for its balanced scaling, outperformed MobileNet with an accuracy 

of 95.3%. The model’s ability to scale the depth, width, and resolution of the network 
allowed it to capture more detailed features, improving classification performance. 

o InceptionNet, with its parallel convolutional filters, performed exceptionally well, 

achieving an accuracy of 96.7%. InceptionNet was particularly adept at identifying plants 

with complex and subtle morphological features, as it can handle multi-scale information 
effectively. 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     11 

 

o  

 Precision, Recall, and F1 Score: These metrics are particularly important in situations where false 

positives and false negatives have different implications. Precision measures the proportion of true 

positive predictions out of all positive predictions, while recall measures the proportion of true 

positive predictions out of all actual positives. The F1 score combines precision and recall into a 
single metric, providing a balance between the two. 

o MobileNet: Precision = 0.91, Recall = 0.94, F1 Score = 0.92. Despite its relatively lower 

accuracy compared to the other models, MobileNet exhibited high recall, indicating its 

capability to correctly identify medicinal plants in a majority of the test samples. However, 

it had a slightly lower precision, which can lead to some false positives in plant 
identification. 

o EfficientNet: Precision = 0.94, Recall = 0.96, F1 Score = 0.95. The EfficientNet model 

provided an excellent balance between precision and recall, making it one of the most 

reliable models for plant identification. It minimized both false positives and false 

negatives, ensuring that the plant species were classified correctly across various test 
conditions. 

o InceptionNet: Precision = 0.96, Recall = 0.97, F1 Score = 0.96. InceptionNet 

demonstrated the highest performance in terms of precision, recall, and F1 score. Its 

complex architecture, which incorporates parallel convolutional layers, allowed it to 
recognize subtle patterns in plant images and effectively reduce misclassification. 

2. Inference Time and Real-Time Performance 
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Real-time plant identification is a crucial feature of this system, especially for applications in the 

field, where quick and accurate identification of plants is needed. The inference time refers to the 
time it takes for the model to classify a single image after it has been trained. 

 MobileNet: The inference time for MobileNet was ~50ms per image, making it highly 

efficient and suitable for real-time plant identification on mobile devices. Despite its 
relatively lower accuracy compared to the other models, its speed was an important factor 
for users who require quick identification in dynamic environments. 

 EfficientNet: The inference time for EfficientNet was ~120ms per image. Although it was 

slightly slower than MobileNet, the increased accuracy of EfficientNet made it suitable 

for applications where reliability and precision are prioritized over inference speed. In 
environments where computational resources are available, EfficientNet would be an ideal 
choice. 

 InceptionNet: InceptionNet had the slowest inference time, with an average of ~150ms 

per image. However, this trade-off in speed was justified by the model’s superior 

performance in terms of accuracy, precision, and recall. In scenarios where accuracy is 

critical, such as identifying rare medicinal plants or distinguishing between plants with 
similar features, the additional processing time is acceptable. 

While inference time is an important consideration for real-time applications, the proposed system 

demonstrates that, with careful optimization of deep learning models, it is possible to achieve a 

good balance between accuracy and speed. This allows the system to perform real-time plant 
identification even in mobile settings, providing an invaluable tool for users in the field. 

3. Handling Variability in Plant Images 

The system was designed to handle various environmental conditions, such as differences in 

lighting, background, and angle, which are common when capturing plant images in the field. 

Through the use of data augmentation techniques (e.g., rotating, flipping, and scaling images), the 
system was trained to be more robust against these variations. 

 The performance of each model demonstrated resilience to changes in lighting and 
background, with EfficientNet and InceptionNet particularly excelling in identifying 

plants under diverse environmental conditions. MobileNet, while efficient, showed a 

slight decrease in performance when plant images were taken under extreme lighting 
conditions, highlighting the need for further improvements in model robustness. 

 The system also handled variations in the angle of the plant images effectively. By training 

the models on multiple views of each plant species, the CNNs were able to recognize plant 
features from different perspectives, improving the model's ability to generalize. 

4. Challenges and Limitations 

Despite the promising results, the system faces a few challenges and limitations. One of the key 

limitations is the potential for misclassification in cases where plant species have very similar 

morphological features. While CNN models like EfficientNet and InceptionNet can distinguish 

subtle differences, there is still a possibility of confusion when dealing with closely related species. 

For instance, some plants from the Lamiaceae family may look similar, and the models may 
struggle to differentiate them accurately. 
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Additionally, the system’s performance heavily depends on the quality and diversity of the training 

dataset. If the dataset contains poorly labeled images or lacks representation of certain plant 

features, the models may fail to generalize well. Therefore, continuous improvement of the dataset, 
including adding more images and species, is crucial for further enhancing the system's accuracy. 

5. Future Improvements 

Several improvements can be made to the system in future iterations: 

 Integration of Multi-Modal Data: Incorporating additional data, such as infrared or 

multispectral images, could provide further insights into plant identification by capturing 
features that are not visible in standard images. 

 Transfer Learning: The use of transfer learning from pre-trained models on large datasets 
(e.g., ImageNet) could help improve the performance of the system, especially when 
working with smaller plant datasets. 

 Real-Time Feedback: Implementing real-time feedback to guide users during the 

identification process, such as suggesting likely plant species based on partial information 
or offering a list of plants with similar features, could improve user experience. 

 

 

CONCLUSION 

In conclusion, the proposed deep learning-based medicinal plant identification system represents a 

significant advancement in ensuring the accurate identification and authentication of medicinal 

plants, addressing challenges such as misidentification and adulteration that have long plagued the 

herbal industry. Through the use of state-of-the-art Convolutional Neural Networks (CNNs), 

specifically MobileNet, EfficientNet, and InceptionNet, the system demonstrates impressive 
performance in terms of accuracy, precision, recall, and F1 score. The results show that 

InceptionNet outperforms the other models with the highest accuracy and precision, making it 

particularly effective for identifying plants with subtle or complex morphological features. 

EfficientNet, while slightly slower in inference time, offers a balanced approach with excellent 

accuracy and generalization capabilities, suitable for scenarios where reliability is prioritized over 

speed. MobileNet, on the other hand, excels in real-time plant identification due to its lightweight 

architecture, making it ideal for mobile applications with limited computational resources. The 

system's ability to process plant images captured under varying environmental conditions, such as 

changes in lighting and background, further enhances its applicability in real-world settings. 

Despite these strengths, the system faces certain limitations, particularly when dealing with plants 

that have highly similar features or when the dataset lacks sufficient diversity. Future 
improvements, such as incorporating multispectral or infrared imaging, leveraging transfer 

learning, and expanding the dataset to include more plant species, could further enhance the 

system's accuracy and robustness. Overall, the proposed system offers a powerful tool for 

researchers, herbalists, and conservationists to authenticate medicinal plants, reduce 

misidentification risks, and contribute to the sustainable use of plant-based resources. Its integration 

into mobile applications and field studies could significantly impact the herbal industry by 

promoting the safe and accurate use of medicinal plants, while also supporting conservation efforts 

by providing accurate data on endangered species. Through continuous advancements and 



 

 

Journal of Theoretical and Computational Advances in Scientific Research (JTCASR) 
An International Open Access, Peer-Reviewed, Refereed Journal 

 

Volume No.9, Issue No.1 (2025)                                                                                                     14 

 

improvements, this system has the potential to become a reliable, scalable, and indispensable 
resource for plant identification in the years to come. 
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