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Abstract Cyber threats are evolving rapidly, with attackers often exploiting newly discovered vulnerabilities 
within hours of public disclosure. Traditional detection methods struggle to keep pace due to the vast volume 
and complexity of threat data. This research presents an automated threat detection and profiling system that 

leverages real-time data from Twitter and the MITRE ATT&CK framework for enhanced situational 
awareness. The proposed system functions in three stages: identifying cyber threats and their names, profiling 
them based on malicious objectives using machine learning, and generating alerts according to associated risk 
levels. By integrating threat intelligence with behavioral profiling, the system offers contextual insights into 
emerging threats. In evaluation, the machine learning-based profiling model achieved an F1-score of 77%, 
reflecting its high accuracy in classifying threat types. This approach significantly improves early threat 
detection and response, empowering cybersecurity teams to proactively mitigate risks and limit the impact of 
cyberattacks. In today’s dynamic cyber landscape, the speed at which cybercriminals exploit newly disclosed 
vulnerabilities poses a critical challenge for cybersecurity teams. Traditional threat detection mechanisms, 

reliant on static databases or rule-based systems, are insufficient in responding to the rapidly evolving nature 
of cyber threats. As observed in the case of the Log4j vulnerability, attackers launched exploit attempts mere 
hours after disclosure, highlighting the need for systems that can provide real-time threat awareness and rapid 

response capabilities. This framework enhances the agility and effectiveness of threat detection systems and 
aligns with the broader goal of developing proactive, AI-assisted cybersecurity defense strategies in the era of 
real-time digital threats. 

Keywords: Cyber Threat Intelligence, Natural Language Processing, Machine Learning, MITRE ATT&CK, 
Threat Detection 

1. INTRODUCTION 

In an increasingly digital world, the frequency and sophistication of cyberattacks have reached alarming 

levels. From critical infrastructure and healthcare systems to private enterprises and government databases, 

no sector is immune to the ever-growing range of cyber threats. One of the most concerning developments 
in recent years is the speed with which attackers exploit newly discovered software vulnerabilities. The 

Log4j vulnerability (CVE-2021-44228), for instance, serves as a sobering example of this trend. Within 

just hours of its public disclosure, threat actors began scanning the internet for unpatched systems and 

launching attacks, including ransomware deployments, cryptocurrency mining, and data exfiltration. Such 

events highlight a stark reality: the window between vulnerability disclosure and exploitation is shrinking 

rapidly, leaving organizations with little time to respond using conventional security practices. Traditional 

cybersecurity defense mechanisms often rely on signature-based detection, periodic manual updates, or 

rule-based systems that are reactive rather than proactive. These methods are increasingly inadequate in 

dealing with the real-time and dynamic nature of modern cyber threats. Furthermore, security analysts are 

overwhelmed by massive volumes of unstructured threat intelligence data generated across platforms such 

as news feeds, forums, dark web marketplaces, and especially social media. Among these, Twitter has 
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emerged as a powerful source of real-time threat intelligence, where researchers, vendors, and threat actors 
alike share updates on emerging threats, indicators of compromise (IOCs), and technical attack details. 

To address the limitations of manual and static threat intelligence methods, we propose a novel, AI-

powered framework that automates the early detection and profiling of cyber threats by analyzing Twitter 

data streams in real time. This framework is augmented with the MITRE ATT&CK framework, which 
provides a structured, behavior-based taxonomy of attacker tactics and techniques. Together, these tools 
enable a more holistic and contextual approach to cyber threat intelligence. 

 Threat Identification: The system continuously ingests Twitter data, performing named entity 

recognition (NER) and keyword extraction to detect references to cyber threats, malware names, 

exploits, and CVEs. 

 Threat Profiling: Machine learning models, including classification algorithms like Random 

Forest and deep learning models such as LSTM (Long Short-Term Memory) networks, are 

employed to analyze and categorize the detected threats based on their intent, tactics, and 

severity. 

 Alert Generation: Based on the threat classification and contextual profiling via MITRE 

ATT&CK, alerts are generated with assigned risk levels, allowing cybersecurity teams to 
prioritize responses and implement mitigation strategies accordingly. 

A key strength of our approach lies in its automation, scalability, and contextual intelligence. Rather than 

simply flagging potential threats, our framework provides detailed profiles, linking threats to known attack 

vectors and operational objectives, thereby enabling more informed and faster responses. In empirical 

testing, our threat profiling model achieved an F1-score of 77%, demonstrating a promising level of 

accuracy for real-world deployment. This research aims to significantly enhance proactive cybersecurity 

capabilities, particularly for Security Operations Centers (SOCs), Computer Emergency Response Teams 

(CERTs), and IT administrators in both public and private sectors. By leveraging the power of real-time 

social media analysis, machine learning, and structured threat intelligence, the proposed system represents 

a critical step toward automated, intelligent, and responsive cybersecurity frameworks suited for the 
threats of tomorrow. 

2. LITERATURE SURVEY 

As the cyber threat landscape continues to evolve rapidly, timely threat detection and situational awareness have 

become critical components of modern cybersecurity operations. Traditional methods of threat intelligence, 

often dependent on structured reports, known malware signatures, and post-attack forensic analysis, are no 

longer sufficient to keep pace with the increasingly dynamic nature of cyberattacks. Consequently, researchers 

and practitioners are turning to unstructured data sources, particularly social media platforms like Twitter, to 

extract real-time insights and early warning signals about emerging threats. Le et al. [1] introduced a novel 

approach to cyber threat intelligence (CTI) by leveraging Twitter data through a novelty classification model. 

Their study emphasized the role of machine learning techniques in identifying new and previously unseen threat 

narratives from a vast stream of tweets. The model not only filtered relevant information but also assessed the 

uniqueness of a tweet’s content compared to historical baselines, allowing for the prioritization of potentially 

emerging cyber risks. Twitter has emerged as a prominent platform for the dissemination of threat intelligence 

due to its speed and openness. Sabottke et al. [4] analyzed the role of social media in predicting real-world 

exploits, demonstrating that many security vulnerabilities, including critical CVEs, are often discussed on 

Twitter prior to their widespread exploitation. Their research emphasized the feasibility of building automated 

systems that track such discussions to generate early alerts, thereby providing organizations with a vital time 

buffer to mitigate risk. 

Similarly, Sapienza et al. [5] investigated the potential of online discussions as early indicators of cyber threats. 

They applied natural language processing and machine learning techniques to classify relevant tweets and 
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assign them threat relevance scores. Their system was shown to effectively distinguish between routine 

cybersecurity chatter and posts that indicated significant risk, such as the emergence of new malware strains or 

coordinated attack campaigns. 

 

Other researchers have expanded the data sources for threat intelligence beyond Twitter. Nunes et al. [6] 

explored deep web and darknet forums to mine discussions for proactive CTI. Their framework aggregated 

information from hidden online communities to uncover indications of planned cyberattacks and vulnerabilities 

being traded among cybercriminals. Although more complex to access and analyze than social media, these 

platforms provide rich, actionable intelligence for advanced threat hunting. 

 

In parallel, Mittal et al. [7] developed CyberTwitter, a system that utilizes Twitter streams to generate alerts 

related to cyber threats. Their system integrates contextual analysis and filtering to eliminate noise and extract 

meaningful security information. They demonstrated that tweets from trusted sources, such as cybersecurity 

researchers or vendors, can be reliably used to enhance situational awareness. 

 

Steele [3] and Gartner Research [2] provided foundational definitions of open-source intelligence (OSINT) and 

threat intelligence. Steele’s early work emphasized the strategic importance of publicly available information to 

military and government agencies, laying the groundwork for the modern application of OSINT in 

cybersecurity. Gartner later defined threat intelligence as evidence-based knowledge—including context, 

mechanisms, and indicators—that organizations can use to make informed security decisions. 

Another noteworthy study by Shrestha et al. [9] addressed the reliability of social media for cyber threat 

intelligence. They highlighted the challenges of misinformation and noise, proposing a hybrid approach 

combining crowd-sourced data with automated verification techniques to improve precision. This aligns with 

the work of Alam et al. [10], who demonstrated the feasibility of using Twitter for real-time threat monitoring, 

showcasing how sentiment analysis and entity recognition could enhance the understanding of emerging cyber 

incidents. Finally, Attarwala et al. [8] explored the general predictive power of Twitter beyond cybersecurity, 

using machine learning to forecast U.S. presidential election outcomes. Their work underlines the broader 

applicability of social media mining and reaffirms the predictive capabilities of public online discourse, 

reinforcing its relevance in cybersecurity forecasting. 

Collectively, these studies support the growing consensus that social media platforms, particularly Twitter, are 

invaluable tools for proactive cybersecurity intelligence. By combining machine learning, natural language 

processing, and structured frameworks like MITRE ATT&CK, it is possible to transform unstructured tweets 

into actionable insights that help organizations defend against emerging threats. However, challenges such as 

false positives, data reliability, and the need for expert curation remain, necessitating ongoing research to refine 

these systems for broader deployment. 
3. PROPOSED SYSTEM 

The proposed system presents an AI-driven, real-time cyber threat detection and profiling framework that 

utilizes open-source intelligence from Twitter and maps identified threats to the MITRE ATT&CK 

framework. By combining natural language processing (NLP) with machine learning, the system 

automatically analyzes tweets to extract cybersecurity-related information and generates actionable 

intelligence that can significantly support security operations. The system is composed of three major 

modules: Threat Detection, Threat Profiling, and Alert Generation, working cohesively to detect, classify, 
and report cyber threats with minimal human intervention. 

1. Threat Detection Module 

This module forms the entry point of the system, responsible for continuously collecting and processing 

real-time tweets related to cybersecurity. The system integrates the Twitter API to stream and search for 

tweets containing specific keywords, hashtags, and indicators of compromise (IoCs), such as malware 
names, CVE identifiers, threat actor names, and terms like “exploit,” “vulnerability,” or “breach.” 
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Key components include: 

 

Keyword Matching & Hashtag Filtering: Filters tweets using a dynamic list of cybersecurity terms and 
trending threat keywords. 

 Preprocessing Pipeline: Applies NLP preprocessing techniques including: 

 Tokenization – breaking down tweets into individual words or terms. 

 Lemmatization – converting words to their base forms. 

 Stop-word Removal – eliminating common but irrelevant words like “the,” “and,” etc. 

 Named Entity Recognition (NER): Extracts meaningful entities from text such as malware names 
(e.g., "Emotet"), vulnerabilities (e.g., "CVE-2021-44228"), or organizations (e.g., "Microsoft"). 

This module ensures that only tweets with genuine threat intelligence value are forwarded for deeper 
analysis. 

2. Threat Profiling Module 

After identifying potential threats, the next step involves contextualizing and categorizing them. This 

module maps the extracted threat entities and tweet content to tactical objectives and techniques using the 
MITRE ATT&CK framework, which is a globally recognized matrix of adversary behavior. 

Key functions include: 

 Supervised Classification: A machine learning model (Random Forest, SVM, or LSTM) trained 

on labeled tweet datasets is used to classify tweets into categories such as malware, phishing, 

privilege escalation, denial-of-service, etc. 

 Feature Extraction: Converts tweet content into numerical feature vectors using methods like TF-
IDF or word embeddings (e.g., Word2Vec, BERT). 

 Behavioral Mapping: 

 Objective Identification: Classifies threat intent such as financial gain (e.g., ransomware), 

espionage (e.g., APTs), or disruption (e.g., DDoS). 

 Attack Technique Identification: Identifies methods like spear-phishing, lateral movement, or 

credential dumping. 

 Target Type Recognition: Infers if the threat targets cloud platforms, IoT systems, enterprise 
infrastructure, or individuals. 

This module provides contextual intelligence rather than just raw threat alerts, helping analysts understand 
the "what," "how," and "why" behind the threat. 

3. Alert Generation Module 

The final component of the system is responsible for converting the profiled threat data into meaningful 
alerts. Each identified threat is assigned a risk score, calculated based on several weighted parameters: 

 Frequency of Mentions: How often the threat is mentioned across a time window. 

 Sentiment Analysis: Negative or urgent language may indicate criticality. 

 Novelty Detection: Uses novelty scoring to detect zero-day or emerging threats. 
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 MITRE Impact Weighting: Higher risk assigned to tactics like initial access, exfiltration, or 

destruction. 

 Alerts are triggered when the computed score surpasses a certain threshold. These alerts include 
threat name, description, classification, risk score, and recommended actions. 

Alerts are: 

 Displayed via a web-based dashboard built with React or similar frameworks. 

 Pushed to third-party tools like SIEM systems (e.g., Splunk, IBM QRadar) through APIs or 

webhooks for automated incident response workflows. 

4. RESULT & DISCUSION 

The proposed AI-driven cyber threat detection and profiling system was evaluated using a dataset of over 

50,000 tweets related to cybersecurity threats, collected over a three-month period. Tweets were filtered using 
predefined keywords and hashtags associated with recent vulnerabilities, such as CVE identifiers, malware 

names, and attack vectors. 

1. Threat Detection Performance 

The system demonstrated a high capability for real-time detection of emerging threats. The Named Entity 

Recognition (NER) model accurately extracted threat entities, achieving a precision of 84% and recall of 79%, 

resulting in an F1-score of 81.5%. The NLP pipeline, including preprocessing steps like lemmatization and stop-

word removal, significantly improved the clarity and quality of the extracted content. 

 

During the observation window, the system successfully identified major cybersecurity events such as the 

exploitation of the Log4j (CVE-2021-44228) vulnerability and the rise of new malware campaigns like Black 

Basta and RedLine Stealer. The timeliness of detection was particularly notable, with threats being flagged 
within hours of their first appearance on Twitter—much faster than traditional news or intelligence sources. 

 

2. Threat Profiling Accuracy 

The machine learning classifiers used in the Threat Profiling module were trained using labeled threat data from 

verified sources. Among the models tested (Random Forest, Support Vector Machine, and LSTM), the Random 

Forest classifier outperformed others, achieving an F1-score of 77%. It demonstrated robust performance in 

correctly classifying the threat type, attack technique, and objective. 

 

Profiling threats according to the MITRE ATT&CK framework provided actionable context. For instance, 

tweets mentioning “Cobalt Strike” were correctly mapped to lateral movement techniques, and those referencing 

“phishing kits” were tied to credential access tactics. This mapping enabled the generation of meaningful 

intelligence, offering security analysts a clearer understanding of threat behavior. 
 

3. Alert Generation Insights 

Risk scoring based on tweet frequency, sentiment, novelty, and alignment with high-impact MITRE tactics 

enabled prioritization of critical alerts. The system generated alerts with an average response latency of under 5 

minutes, allowing near real-time notification to security teams. 

 

The integration with SIEM platforms through a REST API allowed alerts to be seamlessly consumed by 

incident response workflows. Security analysts found the alerts to be actionable and informative, with user 

feedback indicating a 60% reduction in time required for initial threat triage. 

 

Discussion 
The results validate the effectiveness of using Twitter as a rich source of early threat intelligence. The system’s 

ability to provide not only detection but also behavioral profiling marks a significant advancement over 

conventional keyword-based systems. However, challenges such as misinformation, noise in tweets, and 

evolving language trends still pose hurdles. Continuous retraining of models and expanding the training dataset 

with verified sources can further improve performance. 
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Overall, the system demonstrates strong potential as a proactive, real-time cyber threat intelligence tool for 

modern security operations.

 
Fig 1: Working Model 

 

CONCLUSION 

In an era where cyber threats are evolving rapidly and malicious actors exploit newly disclosed 

vulnerabilities within hours, the need for real-time, intelligent threat detection systems has become more 

critical than ever. This research presents an automated framework that leverages Twitter as a real-time data 
source, combined with machine learning and the MITRE ATT&CK framework, to detect, classify, and 

profile emerging cyber threats effectively.The proposed system operates in three core phases: threat 

detection, threat profiling, and alert generation. It utilizes natural language processing to extract threat-

related entities from unstructured tweet data and employs machine learning algorithms to map threats to 

specific tactics, techniques, and objectives. The framework not only identifies the presence of new threats 

but also provides context about their intent and potential impact, enabling security teams to respond more 
effectively. 

Experimental results validate the system’s efficiency, achieving high accuracy in classification (F1-score 

of 77%) and real-time alerting with minimal delay. The use of Twitter as a dynamic intelligence source 

allows for rapid awareness of novel threats, while the integration with MITRE ATT&CK enhances the 

analytical depth of threat assessments. In conclusion, the proposed system significantly enhances early 

warning capabilities and situational awareness for cybersecurity teams. By automating the detection and 

contextual analysis of cyber threats, it contributes to proactive defense strategies, reduced response times, 

and improved incident management. Future work may focus on expanding language coverage, improving 

misinformation filtering, and incorporating additional data sources such as dark web forums or threat 
intelligence feeds to further strengthen the system’s capabilities. 
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